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#### Abstract

We establish existence of steepest descent curves emanating from almost every point of a regular locally Lipschitz quasiconvex functions, where regularity means that the sweeping process induced by the sublevel sets is reversible. We then use max-convolution to regularize general quasiconvex functions and obtain a result of the same nature in a more general setting.
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## 1 Introduction

Steepest descent curves are at the core of the theory of variational analysis, differential equations and optimization. Given a smooth function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ we call steepest descent curve the solution of the gradient flow equation

$$
\left\{\begin{array}{l}
\dot{x}(t)=-\nabla f(x(t)), \quad \text { a.e. } t \in[0, T],  \tag{1.1}\\
x(0)=x_{0} .
\end{array}\right.
$$

It is well-known that the above differential equation has a solution (as a direct application of the Picard-Lindelöf theorem). When the assumption of smoothness is missing, the existence of steepest descent curves can still be established for convex functions. Indeed, if $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is convex, its steepest descent curves are solutions of the subdifferential inclusion

$$
\left\{\begin{array}{l}
\dot{x}(t) \in-\partial f(x(t)), \quad \text { a.e. } t \in[0, T]  \tag{1.2}\\
x(0)=x_{0} .
\end{array}\right.
$$

It is well-known that the above differential inclusion admits a (unique) solution (see, e.g., [2]). Similarly, existence of solutions for several gradient descent and proximal methods are often based on convexity (see, e.g., [18]).
In the setting of metric analysis, a steepest descent curve is a 1-Lipschitz curve verifying the metric equation

$$
\left\{\begin{array}{l}
(f \circ x)^{\prime}(t)=-|\nabla f|(x(t)), \quad \text { a.e. } t \in[0, T]  \tag{1.3}\\
x(0)=x_{0}
\end{array}\right.
$$

where $|\nabla f|$ denotes the (metric) slope of $f$ introduced in [10]. The metric gradient flow given by (1.3) has been studied in detail (we refer to [1] for a comprehensive exposition). Remarkable families of functions also admit steepest descent curves in the above: semi-algebraic functions [11, 14], geodesically convex functions in metric spaces [1] and smooth functions on Riemannian manifolds (see, e.g., [23]). However, existence of steepest descent curves is in general hard to verify, even for Lipschitz functions in $\mathbb{R}^{d}$. Due to this obstruction, the authors in $[8,15]$ consider
the more general notion of trajectories of a convex foliation (terminology introduced in [9]) and establish existence of such orbits (see [8, Theorem 2.6] e.g). In case the foliation is given by the sublevel set of a quasiconvex function, the above orbits are call orbits of geometric descent. Their connection with steepest descent orbits has been explored in [11, 14]: these curves fail to be steepest descent curves in general, but instead correspond to what the authors in [11] called curves of near-steepest descent. One of the main difficulties is in the fact that the slope mapping $x \mapsto|\nabla f|(x)$ fails to be lower-semicontinuous, inducing a gap with respect to its closure $x \mapsto|\nabla f|(x)$. Curves of near-steepest descent lie, in some sense, within this gap.

In this work, we are interested in steepest descent curves for the class of extended-valued quasiconvex functions which are locally Lipszchitz on their domain. This is another very important family in the context of optimization with amenable properties (see, e.g., [4]). Even though the desired existence result seems to fail for this class as well (it is not yet clear if this is the case or not), we have been able to provide a positive existence result for the class of regular quasiconvex functions, where regularity ensures that the sweeping process induced by the sublevel sets is reversible. Then, for the general case of locally Lipschitz quasiconvex functions, we consider a regularization scheme using the max-convolution operator (see, e.g., [20] and the references therein). Indeed, we develop a technique which allows to provide, for any quasiconvex function $f: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ that is lower semicontinous and locally Lipschitz on its domain, and any $\varepsilon>0$, a regularization function $f_{\varepsilon}$ satisfying the following properties:
(i). $f_{\varepsilon}$ admits steepest descent curves for almost every initial data on its domain.
(ii). Every critical point of $f_{\varepsilon}$ is at distance at most $\varepsilon$ of a critical point of $f$.

Our work borrows heavily from the geometric approach of $[8,11]$. We look at curves of geometric descent. Then, under regularity assumptions we are able to reverting the (unilateral) sweeping process and deduce that almost every curve of geometric descent is in fact a steepest descent curve.

The rest of the paper is organized as follows: In Section 2 we fix our terminology and quote some preliminary results. In Section 3, under adequate assymptions of the quasiconvex function (ensuring the reversibility of its sweeping process flow), we directly relate steepest descent curves as solutions of the sweeping process induced by the sublevel sets. In Section 4, we extend the results of the preceding section to general quasiconvex function, by means of regularization and localization.

## 2 Preliminaries

Throughout this work, we consider the Euclidean space $\mathbb{R}^{d}$ endowed with its usual inner product $\langle\cdot, \cdot\rangle$ and its induced norm $\|\cdot\|$. We denote by $B(x, r)$ (respectively, $\bar{B}(x, r)$ ) the open (respectively, closed) ball centered at $x$ of radius $r>0$ and by $\mathbb{B}_{d}$ (respectively, $\mathbb{S}_{d}$ ) the unit closed ball (respectively, the unit sphere). For a set $A \subset \mathbb{R}^{d}$, we denote by $\operatorname{int}(A), \bar{A}, \operatorname{bd}(A)$ and $A^{\circ}$ its interior, closure, boundary and (negative) polar set, respectively.

For a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ and $\alpha \in \mathbb{R}$, we denote by $[f \leq \alpha]$, the $\alpha$-sublevel set of $f$, that is,

$$
\begin{equation*}
[f \leq \alpha]=\left\{x \in \mathbb{R}^{d} \mid f(x) \leq \alpha\right\} \tag{2.1}
\end{equation*}
$$

Similarly, we define the strict $\alpha$-sublevel set $[f<\alpha]$, and the corresponding sets $[f=\alpha],[f>\alpha]$ and $[f \geq \alpha]$. We denote its (effective) domain by $\operatorname{dom} f$, that is, $\operatorname{dom} f=\left\{x \in \mathbb{R}^{d} \mid f(x)<+\infty\right\}$.

A function $f: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ is said to be quasiconvex if

$$
\begin{equation*}
\forall x, y \in \mathbb{R}^{d}, \forall t \in[0,1], \quad f(t x+(1-t) y) \leq \max \{f(x), f(y)\} . \tag{2.2}
\end{equation*}
$$

It is well-known that $f$ is quasiconvex if and only if every sublevel set $[f \leq \alpha]$ is convex. Recall that a function is lower semicontinuous (lsc, for short) if the sublevel sets are closed. In what follows, we study functions belonging to the following class:

$$
\begin{equation*}
\mathcal{Q}=\left\{f: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+} \cup\{+\infty\} \mid f \text { is lsc quasiconvex and locally Lipschitz on } \operatorname{dom} f\right\} . \tag{2.3}
\end{equation*}
$$

For a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ we define the metric slope $|\nabla f|$ as

$$
|\nabla f|(x):=\left\{\begin{array}{cl}
\limsup _{y \rightarrow x} \frac{(f(x)-f(y))^{+}}{\|x-y\|}, & \text { if } x \in \operatorname{dom} f  \tag{2.4}\\
+\infty, & \text { otherwise }
\end{array}\right.
$$

where $a^{+}=\max \{a, 0\}$. The metric slope enjoys several interesting properties (see, e.g., $[1,5]$ ), but it is well-known that it might fail to be lower semicontinuous (see, e.g., [11]). Thus, we consider the limiting slope $\mid \overline{\nabla f \mid}$ as the lower semicontinuous closure of $|\nabla f|$, that is,

$$
\begin{equation*}
\overline{|\nabla f|}(x)=\liminf _{y \rightarrow x}|\nabla f|(y) . \tag{2.5}
\end{equation*}
$$

For a set $S \subset \mathbb{R}^{d}$ and a point $x \in \mathbb{R}^{d}$, we denote by $d_{S}(x)$ or $d(x, S)$ the distance from $x$ to $S$ and by $\operatorname{Proj}_{S}(x)$ or $\operatorname{Proj}(x ; S)$ the set of nearest points of $x$ at $S$. Whenever this set is a singleton, we call the unique nearest point as the metric projection, which we denote by $\operatorname{proj}_{S}(x)$.
A set $S$ is said to be prox-regular if there exists a continuous function $\rho: S \rightarrow(0,+\infty]$ such that the enlargement of $S$ given by

$$
U_{\rho(\cdot)}(S)=\left\{u \in \mathbb{R}^{d}: \exists y \in \operatorname{Proj}_{S}(u) \text { with } d_{S}(u)<\rho(y)\right\}
$$

is open, $\operatorname{proj}_{S}$ is well-defined on $U_{\rho(\cdot)}(S)$ and $d_{S}^{2}$ is of class $\mathcal{C}^{1}$ on $U_{\rho(\cdot)}(S)$ (see, e.g, [6, Prop. 4 and Prop. 11]). For $r>0$, we say that $S$ is $r$-prox-regular if the function $\rho(\cdot)$ can be taken as $\rho \equiv r$. Every convex set is $(+\infty)$-prox-regular.
It is well-known (see, e.g., [22]) that for a prox-regular set, Bouligand and Clarke tangent cones coincide at every point (this is known as tangential regularity) and the same applies to the classical notions of normal cones (Proximal, Frechet, Limiting, Clarke, and the Polar of the Bouligand tangent cone). Since we are going to work only with convex and prox-regular sets, the notions of tangent and normal cones are unambiguously defined. That is, for $S \subset \mathbb{R}^{d}$ prox-regular and $x \in S$, we define the (Clarke) tangent cone and the (Clarke) normal cone of $S$ at $x$ as

$$
\begin{equation*}
T(S ; x):=\operatorname{Liminf}_{S \ni y \rightarrow x ; \downarrow \downarrow 0} \frac{1}{t}(S-y), \quad \text { and } \quad N(S ; x):=[T(S ; x)]^{\circ}, \tag{2.6}
\end{equation*}
$$

where Liminf is the inferior limit of sets in the sense of Painlevé-Kuratowski (see, e.g., [22]).

A set-valued map $M: A \rightrightarrows B$ is a mapping that assigns to each element $a$ of $A$ a subset $M(a)$ of $B$. We denote the domain of $M$ and the graph of $M$ as the sets dom $M=\{a \in A: M(a) \neq \emptyset\}$ and $\operatorname{gph} M=\{(a, b): b \in M(a)\}$. In the particular case when $A=[0, T]$ and $B=\mathbb{R}^{d}$, we say that the set-valued map is a moving set.
For two sets $A, B \subset \mathbb{R}^{d}$, the Hausdorff distance between $A$ and $B$ is given by

$$
\begin{equation*}
d_{H}(A, B)=\max \left\{\sup _{a \in A} d_{B}(a), \sup _{b \in B} d_{A}(b)\right\} \in[0,+\infty] \tag{2.7}
\end{equation*}
$$

A set-valued map $M: A \subset \mathbb{R}^{p} \rightrightarrows \mathbb{R}^{q}$ is said to be Lipschitz-continuous if there exists $L>0$ such that

$$
\begin{equation*}
\forall x, y \in A, \quad d_{H}(M(x), M(y)) \leq L\|x-y\| \tag{2.8}
\end{equation*}
$$

Let $K:[0, T] \rightrightarrows \mathbb{R}^{d}$ be a moving set with prox-regular values. We define the sweeping process differential inclusion of $K$ as

$$
\left\{\begin{array}{l}
\dot{u}(t) \in-N(K(t) ; u(t)),  \tag{2.9}\\
u(0)=x_{0} \in K(0)
\end{array} \quad \text { a.e. } t \in[0, T]\right.
$$

It is well known that if $K$ is Lipschitz continuous and uniformly $r$-prox-regular for some $r>0$ (i.e., $K(t)$ is $r$-prox-regular for every $t \in[0, T]$ ), the sweeping process admits a unique solution for every initial condition $x_{0} \in K(0)$ (see, e.g., [21]). The following proposition surveys the main properties of such a solution in the case of the sublevel moving set $K:[0, T] \rightrightarrows \mathbb{R}^{d}$ given by $K(t)=\left[f \leq f\left(x_{0}\right)-t\right]$. The first three statements are classic in the literature, while the fourth one follows from [11, Theorem 3.4 and Claim 3.6].

Proposition 2.1. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a locally Lipschitz function, and let $\alpha \in \mathbb{R}$ and $T>0$ such that $\alpha-T>\inf f$. Let $K:[0, T] \rightrightarrows \mathbb{R}^{d}$ be the sublevel moving set starting from $\alpha$, that is,

$$
K(t)=[f \leq \alpha-t], \quad \forall t \in[0, T]
$$

If $K$ is Lipschitz-continuous and uniformly $r$-prox-regular, then for every $x_{0} \in K(0) \backslash \operatorname{int}(K(T))$, the sweeping process (2.9) has a unique solution $u:[0, T] \rightarrow \mathbb{R}^{d}$, satisfying that
(i) $u(\cdot)$ is Lipschitz-continuous on $[0, T]$.
(ii) For each $t \in\left[0, \alpha-f\left(x_{0}\right)\right]$, $u(t)=x_{0}$ and

$$
u(t) \in \operatorname{bd} K(t), \quad \forall t \in\left[\alpha-f\left(x_{0}\right), T\right]
$$

(iii) $(f \circ u)^{\prime}(t)=-1$ for a.e. $t \in\left[\alpha-f\left(x_{0}\right), T\right]$, and
(iv) $u(\cdot)$ is a curve of near-maximal slope of $f$, in the sense that

$$
\frac{1}{|\nabla f|(u(t))} \leq\|\dot{u}(t)\| \leq \frac{1}{\overline{|\nabla f|}(u(t))}, \quad \text { for a.e. } t \in\left[\alpha-f\left(x_{0}\right), T\right]
$$

(v) If $u$ is differentiable at $t$ and $f$ is differentiable at $u(t)$ then $-\dot{u}(t) \in \mathbb{R}_{+}\{\nabla f(u(t))\}$.

Last but not least, following [12], given a Lipschitz function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, we denote by $D f(x)$ its derivative at a point $x \in \mathbb{R}^{d}$, and define the Jacobian of $f$ as

$$
\begin{equation*}
J f(x)=|\operatorname{det}(D f(x))| \tag{2.10}
\end{equation*}
$$

at each point $x \in \mathbb{R}^{d}$ where the derivative $D f(x)$ exists. We finally denote by $\mathcal{H}^{m}$ the $m$ dimensional Hausdorff measure.

## 3 Reversible geometric descent for regular quasiconvex functions

This section is devoted to the study of geometrical curves of descent for a lower semicontinuous quasiconvex function $f: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ which is locally Lipschitz-continuous on its domain. We further consider functions that satisfy the following regularity hypotheses:
(H1) For every $\alpha \in(\inf f, \sup f)$, the sublevel set $S(\alpha):=[f \leq \alpha]$ is compact and has nonempty interior.
(H2) For every $x \in \operatorname{dom} f \backslash \operatorname{argmin} f$, the slope of $f$ is bounded away from zero near $x$, that is, there exists $\delta, \ell>0$ such that

$$
|\nabla f|(y)>\ell, \quad \forall y \in B(x, \delta) \cap \operatorname{dom} f
$$

(H3) For every $\alpha \in(\min f, \sup f)$, there exist $\eta, r>0$ such that for every $\beta \in(\alpha-\eta, \alpha+\eta)$, the set $U(\beta):=\mathbb{R}^{d} \backslash \operatorname{int}([f \leq \beta])$ is $r$-prox-regular.

Notice that hypothesis (H1) yields that argmin $f$ is nonempty while (H2) together with continuity of $f$ on its domain yield that for every $x \in \operatorname{int}(\operatorname{dom} f)$ and every $\delta>0$ such that $B(x, \delta) \subset \operatorname{dom} f$, it holds:

$$
\begin{equation*}
\operatorname{bd}[f \leq f(x)] \bigcap B(x, \delta)=[f=f(x)] \bigcap B(x, \delta) \tag{3.1}
\end{equation*}
$$

Indeed, continuity of $f$ directly entails the inclusion. If the reverse inclusion does not hold, then there would exists $z \in \mathbb{R}^{d}$ and $\varepsilon>0$ small enough such that $B(z, \varepsilon) \subset[f=f(x)] \cap B(x, \delta)$. This would yield that $|\nabla f|(z)=0$, which would be a contradiction.

Let us also mention that it is easy to construct a quasiconvex function $f: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ whose sublevel sets have smooth boundaries, yet failing the reversibility hypothesis (H3).

Example 3.1. Let $S:[0,2] \rightrightarrows \mathbb{R}^{2}$ be a convex valued function defined by

$$
S(t):=\left\{\begin{array}{cl}
\operatorname{co}(\left((2-t) \mathbb{B}_{2}\right) \cup(\overbrace{(0,3-2 t)+(1-t) \mathbb{B}_{2}}^{\bar{B}((0,3-2 t), 1-t)})), & \text { if } t \in[0,1), \\
(2-t) \mathbb{B}_{2}, & \text { if } t \in[1,2] .
\end{array}\right.
$$

We set $f(x)=\inf \{t: x \in S(t)\}$. Then the function $f$ is lower semicontinuous, quasiconvex and locally Lipschity on its domain. Moreover, for every $t \in[0,2]$, the set $[f=t] \equiv \operatorname{bd} S(t)$ is a smooth manifold, whose the internal curvature is $(1-t)$ for $t \in[0,1)$, and $2-t$ for $t \in[1,2]$. $\diamond$


Figure 1: Boundary of $S(t)$ for $t=1 / 2, t=3 / 4$ and $t=5 / 4$.

Let $\alpha_{1}, \alpha_{2} \in \mathbb{R}$ such that $\inf f<\alpha_{1}<\alpha_{2}<\sup f$. The goal of this section is to show that under (H1)-(H3), the function $f$ admits steepest descent curves, which locally induce a foliation of the annulus $\left[\alpha_{1} \leq f \leq \alpha_{2}\right.$ ].
The first step is the following proposition that shows that prox-regularity of the boundary entails in fact smoothness of it.

Lemma 3.2 (Smoothness of the boundaries). Under (H1)-(H3), for every $\alpha \in(\inf f, \sup f)$, the set $M=\operatorname{bd}([f \leq \alpha])$ is a $\mathcal{C}^{1,1}$-submanifold.

Proof. Let $S=[f \leq \alpha]$ and $U=\mathbb{R}^{d} \backslash \operatorname{int}(S)$. Since $U$ is prox-regular, using [19, Theorem 6.42] (and noting that prox-regularity entails regularity in the sense of [19, Definition 6.4]), we get that

$$
T_{\mathrm{bd} S}(x)=T_{S}(x) \cap T_{U}(x) \quad \forall x \in \operatorname{bd} S .
$$

Moreover, since $S$ is convex with nonempty interior, we can apply [7, Proposition 2.3] to deduce that

$$
T_{U}(x)=-T_{S}(x), \quad \forall x \in \operatorname{bd} S .
$$

Combining the above equations we deduce that $T_{\mathrm{bd} S}(x)$ is a vector space. Using [22, Proposition 2.113.(a5)], we get $\mathbb{R}^{d} \backslash T_{S}(x) \subset T_{U}(x)$ and consequently bd $T_{S}(x) \subset T_{\mathrm{bd} S}(x)$. We conclude that $T_{\mathrm{bd} S}(x)$ is of codimension 1. Therefore, for every $x \in \operatorname{bd} S$, there exists a unique (unit) vector $\hat{n}(x) \in \mathbb{S}_{d}$ such that

$$
N(S, x)=-N(U, x)=\mathbb{R}_{+} \hat{n}(x) .
$$

Thus, $N(\operatorname{bd} S, x)=\mathbb{R} \hat{n}(x)$. Since $S$ is convex, the mapping $\hat{n}: \operatorname{bd} S \rightarrow \mathbb{S}_{d}$ is continuous. Furthermore, since $U$ is $r$-prox-regular for some $r>0$, then the set $U_{\varepsilon}=\left\{z: d_{S}(x) \geq \varepsilon\right\}$ must be $(r+\varepsilon)$-prox-regular. By noting that

$$
\hat{n}(x)=\frac{1}{\varepsilon}\left(\operatorname{proj}\left(x, U_{\varepsilon}\right)-x\right), \quad \forall x \in \operatorname{int}(\operatorname{dom} f) \cap \operatorname{bd} S,
$$

we deduce that $\hat{n}: \operatorname{bd} S \rightarrow \mathbb{S}_{d}$ is also Lipschitz-continuous and the proof is complete.
Remark 3.3. An alternative proof of the above lemma can be derived using the enhanced BaillonHaddad theorem of [17], by representing the convex set $[f \leq \alpha]$ as the epigraph of a convex function over an appropriate subspace of codimension 1. The above presentation aims at further describing the behavior of the tangent and normal cones of $S=[f \leq \alpha]$ and $U=\mathbb{R}^{d} \backslash \operatorname{int}(S)$.

Example 3.4. Smoothness of $\operatorname{bd}[f \leq \alpha]$ does not entail that this set coincides with the corresponding level set $[f=\alpha]$. Discrepancies may appear due to the cutting effect of dom $f$ as illustrates the following example: Set $D=\operatorname{co}\left(\mathbb{B}_{2} \cup\left((3,0)+\mathbb{B}_{2}\right)\right) \subset \mathbb{R}^{2}$, and define $f: \mathbb{R}^{2} \rightarrow\{+\infty\}$ given by

$$
f(x, y)=\left\{\begin{array}{rlrl}
\min \{t: & \left.(x, y) \in(t, 0)+\mathbb{B}_{2}\right\}, & & \text { if }(x, y) \in D  \tag{3.2}\\
+\infty, & & \text { otherwise }
\end{array}\right.
$$

The above function is quasiconvex and its sublevel sets are given by $[f \leq t]=\operatorname{co}\left(\mathbb{B}_{2} \cup\left((t, 0)+\mathbb{B}_{2}\right)\right)$, for $t \in[0,3],[f \leq t]=\operatorname{dom} f=D$ if $t \geq 3$, and $[f \leq t]=\emptyset$ if $t<0$ (see Figure 2 below).


Figure 2: The sublevel sets have smooth boundaries but these latter do not coincide with the level sets.
It is easy to see that $f$ satisfies (H1), (H2) and (H3). The second one follows from the remark that for every angle $\theta \in[-\pi / 2, \pi / 2]$ one has that

$$
f(\cos (\theta)+t, \sin (\theta))=t, \quad \forall t \in[0,3],
$$

and consequently $|\nabla f|(x, y) \geq 1$ for all $(x, y) \in \operatorname{dom} f \backslash \operatorname{argmin} f=D \backslash \mathbb{B}_{2}$. The first and third hypotheses follows from the construction.

In what follows, for $\alpha_{1}<\alpha_{2}$ we set $T:=\alpha_{2}-\alpha_{1}>0$ and consider the annulus set

$$
\mathcal{R}\left(\alpha_{1}, \alpha_{2}\right)=\left[\alpha_{1} \leq f \leq \alpha_{2}\right]
$$

as well as the decreasing moving sets $\widehat{\mathcal{S}}, \widehat{\mathcal{U}}$ given by

$$
\left\{\begin{array} { l } 
{ \widehat { \mathcal { S } } : [ 0 , T ] \rightrightarrows \mathbb { R } ^ { d } }  \tag{3.3}\\
{ \widehat { \mathcal { S } } ( t ) : = S ( \alpha _ { 2 } - t ) \equiv [ f \leq \alpha _ { 2 } - t ] }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\widehat{\mathcal{U}}:[-T, 0] \rightrightarrows \mathbb{R}^{d} \\
\widehat{\mathcal{U}}(\tau):=U\left(\alpha_{2}+\tau\right) \equiv \mathbb{R}^{d} \backslash \operatorname{int}\left(\left[f \leq \alpha_{2}+\tau\right]\right)
\end{array}\right.\right.
$$

Lemma 3.5. The moving set $\widehat{\mathcal{S}}$ (resp. $\widehat{\mathcal{U}}$ ) is Lipschitz continuous provided (H1) holds (resp., (H1)-(H2) hold). Moreover, $\widehat{\mathcal{U}}$ is uniformly $r$-prox-regular for some $r>0$, provided (H3) holds.

Proof. Thanks to (H2) for each $x \in \mathcal{R}\left(\alpha_{1}, \alpha_{2}\right)$, there exist $\delta_{x}>0$ and $\ell_{x}>0$ such that

$$
|\nabla f|(z) \geq \ell_{x}, \quad \text { for all } z \in B\left(x, \delta_{x}\right)
$$

Since $\mathcal{R}\left(\alpha_{1}, \alpha_{2}\right)$ is compact due to the coercivity of $f$, we deduce that there is $\ell>0$ such that $|\nabla f|(x) \geq \ell$ for all $x \in \mathcal{R}\left(\alpha_{1}, \alpha_{2}\right)$. By [5, Theorem 2.1], for all $x \in \mathcal{R}\left(\alpha_{1}, \alpha_{2}\right)$ and $\alpha \in\left[\alpha_{1}, \alpha_{2}\right]$ we have:

$$
d(x,[f \leq \alpha]) \leq \frac{1}{\ell}(f(x)-\alpha)^{+} .
$$

Now, choose $s, t \in[0, T]$ and suppose that $s<t$. Then,

$$
\begin{aligned}
d_{H}(\widehat{\mathcal{S}}(t), \widehat{\mathcal{S}}(s)) & =\sup _{x \in \widehat{\mathcal{S}}(s)} d(x, \widehat{\mathcal{S}}(t)) \\
& =\sup _{x \in \hat{\mathcal{S}}(s)} d\left(x,\left[f \leq \alpha_{1}-t\right]\right) \\
& \leq \sup _{x \in \widehat{\mathcal{S}}(s)} \frac{1}{\ell}\left(f(x)-\alpha_{1}+t\right)^{+}=\frac{1}{\ell}|t-s| .
\end{aligned}
$$

Thus, $\widehat{\mathcal{S}}$ is a $\frac{1}{\ell}$-Lipschitz set-valued map. Now, fix $x \in \widehat{\mathcal{U}}(-t) \backslash \widehat{\mathcal{U}}(-s)=\widehat{\mathcal{U}}(-t) \cap \widehat{\mathcal{S}}(s)$ and let $\hat{n}$ the exterior unit vector of $\widehat{\mathcal{S}}(t)$ at $\operatorname{proj}_{\widehat{\mathcal{S}}(t)}(x)$. Then, since $f$ is coercive, there exists $\zeta>0$ such that $\operatorname{proj}_{\widehat{\mathcal{S}}(t)}(x)+\zeta \hat{n} \in \operatorname{bd} \widehat{\mathcal{S}}(s)=\operatorname{bd} \widehat{\mathcal{U}}(-s)$. Clearly

$$
d(x, \widehat{\mathcal{U}}(-s)) \leq \zeta=d\left(\operatorname{proj}_{\widehat{\mathcal{S}}(t)}(x)+\zeta \hat{n}, \widehat{\mathcal{S}}(t)\right) \leq \sup _{y \in \widehat{\mathcal{S}}(s)} d(y, \widehat{\mathcal{S}}(t)) .
$$

With this in mind, we can write

$$
d_{H}(\widehat{\mathcal{U}}(-t), \widehat{\mathcal{U}}(-s))=\sup _{x \in \widehat{\mathcal{U}}(-t) \cap \widehat{\mathcal{S}}(s)} d(x, \widehat{\mathcal{U}}(-s)) \leq \sup _{y \in \widehat{\mathcal{S}}(s)} d(y, \widehat{\mathcal{S}}(t)) \leq \frac{1}{\ell}|t-s| .
$$

Thus, $\widehat{\mathcal{U}}$ is also $\frac{1}{\ell}$-Lipschitz. The last assertion of the statement is straightforward.
In what follows, we consider the sweeping process (2.9) for the moving sets $\widehat{\mathcal{S}}:[0, T] \rightrightarrows \mathbb{R}^{d}$ and $\widehat{\mathcal{U}}:[-T, 0] \rightrightarrows \mathbb{R}^{d}$, that is,

$$
\left\{\begin{array} { l } 
{ \dot { u } ( t ) \in N ( \widehat { \mathcal { S } } ( t ) ; u ( t ) ) , t \in [ 0 , T ] }  \tag{3.4}\\
{ u ( 0 ) = x _ { 0 } \in \widehat { \mathcal { S } } ( 0 ) }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\dot{v}(\tau) \in N(\widehat{\mathcal{U}}(\tau) ; v(\tau)), \tau \in[-T, 0] \\
v(-T)=y_{0} \in \widehat{\mathcal{U}}(-T)
\end{array}\right.\right.
$$

We now set

$$
M=\operatorname{bd}\left(\left[f \leq \alpha_{2}\right]\right) \quad \text { and } \quad \mathcal{R}=\left[f \leq \alpha_{2}\right] \backslash \operatorname{int}\left(\left[f \leq \alpha_{1}\right]\right),
$$

and consider the mapping

$$
\begin{array}{r}
u:[0, T] \times M \rightarrow \mathcal{R} \\
\quad(t, m) \mapsto u(t, m),
\end{array}
$$

where $u(\cdot, m)$ is the unique solution of the first sweeping process differential inclusion of (3.4) with initial condition $x_{0}=m$.

Proposition 3.6 (Inversion of the sweeping flow). Let $m \in M \bigcap \operatorname{int}(\operatorname{dom} f)$. Under (H1)-(H3), the mapping $u:[0, T] \times M \rightarrow \mathcal{R}$ is one-to-one and bi-Lipschitz near $m$.

Proof. Let us first show that $u$ is (globally) Lipschitz. Let us denote by $K$ the (common) Lipschitz constant of the moving sets $\widehat{\mathcal{S}}(\cdot)$ and $\widehat{\mathcal{U}}(\cdot)$, given by Lemma 3.5 and let $\left(t_{1}, m_{1}\right)$ and $\left(t_{2}, m_{2}\right)$ in $[0, T] \times M$. Then

$$
\begin{aligned}
\left\|u\left(t_{1}, m_{1}\right)-u\left(t_{2}, m_{2}\right)\right\| & \leq\left\|u\left(t_{1}, m_{1}\right)-u\left(t_{2}, m_{1}\right)\right\|+\left\|u\left(t_{2}, m_{1}\right)-u\left(t_{2}, m_{2}\right)\right\| \\
& \leq K\left|t_{1}-t_{2}\right|+\left\|m_{1}-m_{2}\right\|,
\end{aligned}
$$

The last inequality stems from the fact that the solutions of a Lipschitz sweeping process is Lipschitz with the same constant (see [21]) and that for two different solutions, the convex values of $\widehat{\mathcal{S}}$ yield that the distance between these is decreasing with respect to the time (see [16]).

Let further $\delta>0$ be such that $B(m, \delta) \subset \operatorname{int}(\operatorname{dom} f)$ and set $\Gamma=M \cap B(m, \delta)$. Since $f$ is continuous on its domain, we deduce that $\Gamma=\left[f=\alpha_{2}\right] \cap B(m, \delta)$. Moreover, by continuity of $u$, we get that there exists $\varepsilon>0$ such that

$$
u((0, \varepsilon] \times \Gamma) \subset \operatorname{int}(\operatorname{dom} f) .
$$

Evoking Proposition 2.1 we deduce that for every $(t, m) \in(0, \varepsilon] \times \Gamma, f(u(t, m))=\alpha_{2}-t$, that is, $u$ takes values in $\mathcal{R}$.
Let us now show that $u(\cdot, \cdot)$ is one-to-one on $[0, \varepsilon] \times \Gamma$.
To this end, let $\left(t_{1}, m_{1}\right),\left(t_{2}, m_{2}\right) \in[0, \varepsilon] \times \Gamma$ be such that $u\left(t_{1}, m_{1}\right)=u\left(t_{2}, m_{2}\right)$. Since $f\left(m_{1}\right)=$ $f\left(m_{2}\right)=\alpha_{2}$, we get that

$$
\alpha_{2}-t_{1}=f\left(u\left(t_{1}, m_{1}\right)\right)=f\left(u\left(t_{2}, m_{2}\right)\right)=\alpha_{2}-t_{2},
$$

which yields that $t_{1}=t_{2}$. Let us denote by $\bar{t}$ the common value of $t_{1}=t_{2}$, and by $\bar{u}$ the common value of $u\left(t_{1}, m_{1}\right)=u\left(t_{2}, m_{2}\right)$. Consider the differential inclusion

$$
\left\{\begin{array}{l}
\dot{v}(t) \in-N(\widehat{\mathcal{U}}(t) ; v(t)) \quad t \in[-\bar{t}, 0],  \tag{3.5}\\
v(-\bar{t})=\bar{u} .
\end{array}\right.
$$

Hypotheses (H1)-(H3) ensure that $\widehat{\mathcal{U}}:[-\bar{t}, 0] \rightrightarrows \mathbb{R}^{d}$ is uniformly prox-regular and Lipschitz continuous, entailing that the above differential inclusion has a unique solution $v:[-\bar{t}, 0] \rightarrow \mathbb{R}^{d}$ (c.f. Proposition 2.1). Noting that $u\left(-\cdot, m_{1}\right)$ and $u\left(-\cdot, m_{2}\right)$ are also solutions of the differential inclusion, we conclude that

$$
m_{1}=u\left(0, m_{1}\right)=v(0)=u\left(0, m_{2}\right)=m_{2} .
$$

Thus, $\left(t_{1}, m_{1}\right)=\left(t_{2}, m_{2}\right)$, proving that $u(\cdot, \cdot)$ is one-to-one.
Let us now show that the flow can be reversed, and that the expansion of the reversed flow can be controlled: to this end, let $\left(t_{1}, m_{1}\right),\left(t_{2}, m_{2}\right) \in[0, \varepsilon] \times \Gamma$, with $t_{1} \leq t_{2}$, and set $\bar{u}_{i}=u\left(t_{i}, m_{i}\right)$, for $i \in\{1,2\}$. Consider the differential inclusions

$$
\left\{\begin{array}{l}
\dot{v}_{i}(t) \in-N\left(v_{i}(t), \widehat{\mathcal{U}}(t)\right), \quad t \in\left[-t_{2}, 0\right], \\
v_{i}\left(-t_{2}\right)=\bar{u}_{i},
\end{array} \quad \text { for } i=1,2\right.
$$

Thanks to Lemma 3.5 (see, e.g., [21]) and Proposition 2.1, the above differential inclusions have unique solutions, $v_{1}, v_{2}:\left[-t_{2}, 0\right] \rightarrow \mathbb{R}^{d}$. It is not hard to realize that $v_{2}(t)=u\left(-t, m_{2}\right)$ for every $t \in\left[-t_{2}, 0\right]$ and that

$$
v_{1}(t)=\left\{\begin{array}{cl}
\bar{u}_{1}, & \text { if } t \in\left[-t_{2},-t_{1}\right] \\
u\left(-t, m_{1}\right), & \text { if } t \in\left[-t_{1}, 0\right] .
\end{array}\right.
$$

Let us consider $\mathcal{P}_{k}:=\left\{s_{0}, \ldots, s_{k}\right\}$ a uniform partition of $\left[-t_{2}, 0\right]$ and for $i \in\{1,2\}$, let $v_{i, k}$ be the polygonal curve emanating from $u_{i}$ associated to $\mathcal{P}_{k}$ defined by

$$
v_{i, k}\left(s_{j}\right)=\left\{\begin{array}{cl}
\bar{u}_{i}, & \text { if } j=0 \\
\operatorname{proj}\left(v_{i, k}\left(s_{j-1}\right) ; \widehat{\mathcal{U}}\left(s_{j}\right)\right), & \text { if } j \in\{1, \ldots, k\} .
\end{array}\right.
$$

Since for some $r>0$ the sets $\widehat{\mathcal{U}}(t)$ are $r$-uniformly prox-regular for all $t \in\left[-t_{2}, 0\right]$, taking $k$ sufficiently large such that the width of the partition $\left|\mathcal{P}_{k}\right|$ is less than $\frac{1}{r}$, the curves $v_{1, k}(\cdot)$ and $v_{2, k}(\cdot)$ are both well-defined. Furthermore, for each $j \in\{1, \ldots, k\}$

$$
v_{1, k}\left(s_{j-1}\right), v_{2, k}\left(s_{j-1}\right) \in \widehat{\mathcal{U}}\left(s_{j}\right)+K\left|s_{j}-s_{j-1}\right| \mathbb{B}_{d}=\widehat{\mathcal{U}}\left(s_{j}\right)+\underbrace{\left(r^{-1} \cdot K\left|s_{j}-s_{j-1}\right|\right)}_{=\kappa} \cdot r \mathbb{B}_{d} .
$$

Since $\operatorname{proj}\left(\cdot, \widehat{\mathcal{U}}\left(s_{j}\right)\right)$ is Lipschitz with constant $(1-\kappa)^{-1}$ over the set $\widehat{\mathcal{U}}\left(s_{j}\right)+K\left|s j-s_{j-1}\right| \mathbb{B}_{d}$ (see, e.g., [6]) we deduce:

$$
\begin{aligned}
\left\|v_{1, k}\left(s_{j}\right)-v_{2, k}\left(s_{j}\right)\right\| & \leq\left(1-r^{-1} \cdot K\left|s_{j}-s_{j-1}\right|\right)^{-1}\left\|v_{1, k}\left(s_{j-1}\right)-v_{2, k}\left(s_{j-1}\right)\right\| \\
& \leq\left(1-\frac{r^{-1} \cdot K T}{k}\right)^{-1}\left\|v_{1, k}\left(s_{j-1}\right)-v_{2, k}\left(s_{j-1}\right)\right\|,
\end{aligned}
$$

Thus,

$$
\left\|v_{1, k}(0)-v_{2, k}(0)\right\| \leq\left(1-\frac{r^{-1} \cdot K T}{k}\right)^{-k}\left\|u_{1}-u_{2}\right\| .
$$

Since $v_{i, k}$ converges uniformly to $v_{i}$ as $k \rightarrow \infty$ (see, e.g., [6]), we conclude that

$$
\left\|m_{1}-m_{2}\right\|=\left\|v_{1}(0)-v_{2}(0)\right\| \leq e^{r^{-1} K T}\left\|u_{1}-u_{2}\right\| .
$$

Note that

$$
\left|t_{1}-t_{2}\right|=\left|f\left(u_{1}\right)-f\left(u_{2}\right)\right| \leq L\left\|u_{1}-u_{2}\right\|,
$$

where $L$ is the Lipschitz constant of $f$ in $\mathcal{R}$. We conclude that

$$
\left\|\left(t_{1}, m_{1}\right)-\left(t_{2}, m_{2}\right)\right\| \leq\left(L+e^{r^{-1} K T}\right)\left\|u\left(t_{1}, m_{1}\right)-u\left(t_{2}, m_{2}\right)\right\| .
$$

This shows that $u$ is bi-Lipschitz and the proof is complete.
The above proposition shows that the mapping $u:[0, T] \times M \rightarrow \mathcal{R}$ locally induces a foliation of the annulus $\mathcal{R}=\left[\alpha_{1} \leq f \leq \alpha_{2}\right]$, near every point $m \in M \cap \operatorname{int}(\operatorname{dom} f)$. The problem appears at points in $\operatorname{bd}(\operatorname{dom} f)$ that belong to the boundary of more than one sublevel set, where the mapping $u$ loses injectivity. However, if $\operatorname{dom} f=\mathbb{R}^{d}$, the neighborhood $[0, \varepsilon] \times \Gamma$ can be taken to be $[0, T] \times M$ and $u:[0, T] \times M \rightarrow \mathcal{R}$ induces a (complete) foliation of the whole annulus $\mathcal{R}$. This is illustrated in Figure 3.

For every $m \in M \bigcap \operatorname{int}(\operatorname{dom} f)$ the set $\Gamma=M \cap B(m, \delta)$ is a $\mathcal{C}^{1,1}$-submanifold of codimension 1 and can naturally be endowed with its Hausdorff measure $\mathcal{H}^{d-1}$. Consequently, we can consider the measure $\mu:=\mathcal{L}_{1} \times \mathcal{H}^{d-1}$ over $[0, T] \times \Gamma$, where $\mathcal{L}_{1}$ is the Lebesgue measure over $[0, T]$. We further endow $\mathcal{R}=S(0) \backslash \operatorname{int}(S(T))$ with the usual Lebesgue measure $\mathcal{L}_{d}$ of $\mathbb{R}^{d}$.

Theorem 3.7 (control of null sets). Let $\mathcal{N} \subset \mathbb{R}^{d}$ be a null measure set, and assume (H1)-(H3) hold. Let $\bar{m} \in M \cap \operatorname{int}(\operatorname{dom} f)$ and let $\delta>0$ such that $\Gamma=M \bigcap B(\bar{m}, \delta) \subset \operatorname{int}(\operatorname{dom} f)$. Then, there exist $\varepsilon>0$ and a subset $A \subset \Gamma$ of full measure (i.e. $\mathcal{H}^{d-1}(A)=\mathcal{H}^{d-1}(\Gamma)$ ) such that for every $m \in A$

$$
\mathcal{L}_{1}(\{t \in[0, \varepsilon]: u(t, m) \in \mathcal{N}\})=0 .
$$

If $\operatorname{dom} f=\mathbb{R}^{d}$, then $[0, \varepsilon] \times \Gamma$ can be taken to be $[0, T] \times M$.


Figure 3: Illustration of foliation induced by $u:[0, T] \times M \rightarrow \mathcal{R}$. Left: In blue, the part of $M$, corresponding to $M \bigcap \operatorname{int}(\operatorname{dom} f)$, that is injectively transported; In red, the part of $M$, corresponding to $M \bigcap \operatorname{bd}(\operatorname{dom} f)$, where $u$ fails injectivity. Right: The case where $\operatorname{dom} f=\mathbb{R}^{d}$, and $u$ induces a complete foliation.

Proof. Let $\varepsilon>0$ such that $[0, \varepsilon] \times \Gamma$ is the neighborhood that appears in the proof of Proposition 3.6. Without loss of generality, let us assume that $\mathcal{N} \subset \mathcal{O}:=u([0, \varepsilon] \times \Gamma)$. Note first that $\mu=\mathcal{L}_{1} \times \mathcal{H}^{d-1}$ is a Borel measure over $[0, \varepsilon] \times \Gamma$. This yields that $u:[0, \varepsilon] \times \Gamma \rightarrow \mathcal{R}$ is measurable, and therefore so it is $\mathbb{1}_{\mathcal{N}} \circ u$. Furthermore, since $\mathbb{1}_{\mathcal{N}} \circ u$ is integrable, we can apply Fubini's theorem (see, e.g., [12, Theorem 1.22]) to get that the mapping $\gamma \in \Gamma \mapsto \int_{0}^{\varepsilon} \mathbb{1}_{\mathcal{N}}(u(t, \gamma)) d t$ is $\mathcal{H}^{d-1}$-measurable and that

$$
\left.\mu\left(u^{-1}(\mathcal{N})\right)\right) \equiv \int_{u^{-1}(\mathcal{N})} 1 d \mu=\int_{[0, \varepsilon] \times \Gamma} \mathbb{1}_{\mathcal{N}}(u(t, \gamma)) d \mu(t, \gamma)=\int_{\Gamma} \int_{0}^{\varepsilon} \mathbb{1}_{\mathcal{N}}(u(t, \gamma)) d t d \mathcal{H}^{d-1}(\gamma) .
$$

Since $u$ is Lipschitz-continuous, its Jacobian $J u(t, \gamma)=|\operatorname{det}(D u(t, \gamma))|$ is well-defined $\mu$-a.e. in $[0, \varepsilon] \times \Gamma$. Thus, we can apply the co-area formula (see, e.g., [12, Theorem 3.10]) to write

$$
\int_{u^{-1}(\mathcal{N})} J u(t, \gamma) d \mu(t, \gamma)=\int_{\mathcal{O}} \underbrace{\mathcal{H}^{0}\left(u^{-1}(\mathcal{N}) \bigcap u^{-1}(x)\right)}_{\in\{0,1\}} d x=\int_{\mathcal{N}} d x=\mathcal{L}_{d}(\mathcal{N})=0
$$

where the last equality comes from the fact that $u$ is a bijection between $[0, \varepsilon] \times \Gamma$ and $\mathcal{O}$ and consequently, $\mathcal{H}^{0}\left(u^{-1}(\mathcal{N}) \bigcap u^{-1}(x)\right)=\mathbb{1}_{\mathcal{N}}(x)$, for all $x \in \mathcal{O}$. Finally, since $u$ is bi-Lipschitz, there exists a constant $c>0$ such that $J u(t, \gamma) \geq c$ for $\mu$-almost every $(t, \gamma) \in[0, \varepsilon] \times \Gamma$. Thus,

$$
c \int_{\Gamma} \int_{0}^{\varepsilon} \mathbb{1}_{\mathcal{N}}(u(t, \gamma)) d t d \mathcal{H}^{d-1}(\gamma)=\int_{u^{-1}(\mathcal{N})} c d \mu \leq \int_{u^{-1}(\mathcal{N})} J u(t, \gamma) \mu(t, \gamma)=\int_{\mathcal{N}} d x=0 .
$$

Then, the mapping $\gamma \mapsto \int_{0}^{\varepsilon} \mathbb{1}_{\mathcal{N}}(u(t, \gamma)) d t$ is zero $\mathcal{H}^{d-1}$-almost everywhere in $\Gamma$, and so

$$
\mathcal{L}_{1}(\{t \in[0, \varepsilon]: u(t, \gamma) \in \mathcal{N}\})=0, \quad \text { for } \mathcal{H}^{d-1}-\text { a.e. } \gamma \in \Gamma .
$$

The proof is complete.
Combining Proposition 3.6 with Theorem 3.7, we will show that the mapping $u:[0, T] \times M \rightarrow \mathcal{R}$ induces steepest descent curves almost everywhere. Indeed, for the spacial case dom $f=\mathbb{R}^{d}$ the argument goes as follows: let $\mathcal{N}$ be the set of non-differentiability points of $f$. Then by

Rademacher theorem $\mathcal{L}_{d}(\mathcal{N})=0$. For every $m \in A$ (the full measure set given by Theorem 3.7) the set

$$
I_{m}=\{t \in[0, T]: u(\cdot, m) \text { is differentiable at } t \text { and } f \text { is differentiable at } u(t, m)\}
$$

must be of full measure. Applying chain rule at every point $t \in \_m$ we deduce:

$$
-1=(f \circ u(\cdot, m))^{\prime}(t)=|\nabla f|(u(t, m)) u^{\prime}(t, m) .
$$

Thus, $u^{\prime}(t, m)=-|\nabla f|(u(t, m))^{-1}$ for almost every $t \in[0, T]$, which implies that $u(\cdot, m)$ is a steepest descent curve. The general case, stated in the next theorem, follows the same idea, with a localization argument.

Theorem 3.8 (Existence of steepest descent curves). Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a quasiconvex, locally Lipschitz and coercive function, satisfying hypotheses (H1), (H2) and (H3). Then, for almost all $x \in \operatorname{int}(\operatorname{dom} f), f$ admits a steepest descent curve emanating from $x$.
Proof. Let $\tilde{\mathcal{N}}$ be the set of all $x \in \operatorname{int}(\operatorname{dom} f)$ for which $f$ does not admit a steepest descent curve emanating from $x$ and let $\mathcal{N}$ be the set of all $x \in \operatorname{int}(\operatorname{dom} f)$ for which $f$ is not differentiable at $x$. By Radamacher's theorem $\mathcal{L}_{d}(\mathcal{N})=0$. We shall show that the set $\widetilde{\mathcal{N}}$ is also null. To this end, fix $\alpha \in(\min f, \sup f)$ and set

$$
\begin{aligned}
& K_{\alpha, n}=[f \leq \alpha] \backslash \operatorname{int}\left(\left[f \leq \min f+\frac{1}{n}\right]\right) ; \text { and } \\
& \tilde{\mathcal{N}}_{\alpha, n}=\widetilde{\mathcal{N}} \cap K_{\alpha, n}
\end{aligned}
$$

Let $h_{\alpha, n}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be any Lipschitz extension of $f$ from $K_{\alpha, n}$ to $\mathbb{R}^{d}$. Applying the co-area formula, we deduce

$$
\int_{-\infty}^{\infty} \mathcal{H}^{d-1}\left(\widetilde{\mathcal{N}}_{\alpha, n} \cap h_{\alpha, n}^{-1}(t)\right) d t=\int_{\widetilde{\mathcal{N}}_{\alpha, n}} J h_{\alpha, n}(x) d x=\int_{\widetilde{\mathcal{N}}_{\alpha, n}} J f(x) d x .
$$

Since $K_{\alpha, n}$ is compact and does not contain $\operatorname{argmin} f$, hypothesis (H2) ensures that there exists $c \in \mathbb{R}$ such that $J f(x) \geq c$ for almost all $x \in K_{\alpha, n}$. Thus,

$$
\begin{aligned}
\mathcal{L}_{d}\left(\widetilde{\mathcal{N}}_{\alpha, n}\right) & \leq \frac{1}{c} \int_{-\infty}^{\infty} \mathcal{H}^{d-1}\left(\widetilde{\mathcal{N}}_{\alpha, n} \cap h_{\alpha, n}^{-1}(t)\right) d t \\
& =\frac{1}{c} \int_{\min f+\frac{1}{n}}^{\alpha} \mathcal{H}^{d-1}\left(\widetilde{\mathcal{N}}_{\alpha, n} \cap f^{-1}(t)\right) d t .
\end{aligned}
$$

Let us fix $t \in[\min f+1 / n, \alpha]$, set $M=f^{-1}(t)$ and choose $m \in f^{-1}(t) \bigcap \operatorname{int}(\operatorname{dom} f)$. Let $[0, \varepsilon] \times \Gamma_{m}$ and $A_{m} \subset \Gamma_{m}$ be the neighborhood of $m$ and the full measure subset of $\Gamma_{m}$ given by Theorem 3.7 for the null measure set $\mathcal{N}$. Then, for every $\gamma \in A_{m}$ and almost every $t \in[0, \varepsilon]$, $u(\cdot, \gamma)$ is differentiable at $t$ and $f$ is differentiable at $u(t, \gamma)$. Then, using Proposition 2.1 we can apply chain rule todeduce that for almost all $t \in[0, \varepsilon]$,

$$
1=(f \circ u(\cdot, \gamma))^{\prime}(t)=\left\|\frac{d}{d t} u(t, \gamma)\right\|\|\nabla f(u(t, \gamma))\|=\left\|\frac{d}{d t} u(t, \gamma)\right\||\nabla f|(u(t, \gamma)) .
$$

We conclude that for every $\gamma \in A_{m}, u(\cdot, \gamma)$ is a steepest descent curve of $f$ emanating from $\gamma$, and so $\widetilde{\mathcal{N}}_{\alpha, n} \cap A_{m}=\emptyset$. Since $f^{-1}(t) \cap \operatorname{int}(\operatorname{dom} f)$ is $\sigma$-compact, it can be covered by countably many sets $\left\{\Gamma_{m_{k}}: k \in \mathbb{N}\right\}$, yielding

$$
\mathcal{H}^{d-1}\left(\widetilde{\mathcal{N}}_{\alpha, n} \cap f^{-1}(t)\right) \leq \mathcal{H}^{d-1}\left(f^{-1}(t) \backslash \bigcup A_{m_{k}}\right)=0
$$

Since the latter conclusion holds for every $t \in[\min f+1 / n, \alpha]$, we deduce that $\mathcal{L}_{d}\left(\widetilde{\mathcal{N}}_{\alpha, n}\right)=0$. Taking $n \rightarrow \infty$ and $\alpha \nearrow \sup f$, we deduce that

$$
\mathcal{L}_{d}(\widetilde{\mathcal{N}} \backslash \operatorname{argmin} f)=0
$$

The assertion follows observing that, by definition of steepest descent curves, the set $\widetilde{\mathcal{N}} \bigcap \operatorname{argmin} f$ is empty.

## 4 A regularization scheme for quasiconvex functions

In order to apply the results of Section 3, we present a regularization scheme based on the maxconvolution operator (see, e.g., [20]). For two functions $f, g: \mathbb{R}^{d} \rightarrow \overline{\mathbb{R}}$ the max-convolution (or sublevel-convolution) of $f$ and $g$, denoted by $f \diamond g$, is defined as

$$
\begin{equation*}
(f \diamond g)(x):=\inf _{w \in \mathbb{R}^{d}} \max \{f(x-w), g(w)\} \tag{4.1}
\end{equation*}
$$

Notice that whenever the infimum of (4.1) is exact, we have

$$
\begin{equation*}
[f \diamond g \leq \alpha]=[f \leq \alpha]+[g \leq \alpha] \quad \text { and } \quad[f \diamond g<\alpha]=[f<\alpha]+[g<\alpha], \tag{4.2}
\end{equation*}
$$

for every $\alpha \in \mathbb{R}$.

In what follows we simply denote by $\mathbb{B} \equiv \mathbb{B}_{d}$ the closed unit ball of $\mathbb{R}^{d}$. Let us consider a quasiconvex function $f \in \mathcal{Q}$ satisfying $\inf f=0$. Let $\varepsilon>0$ and let us denote by $I_{\varepsilon \mathbb{B}}$ the indicator function of $\varepsilon \mathbb{B}$, that is,

$$
I_{\varepsilon \mathbb{B}}(x)=\left\{\begin{aligned}
0, & \text { if } x \in \varepsilon \mathbb{B} \\
+\infty, & \text { if } x \notin \varepsilon \mathbb{B} .
\end{aligned}\right.
$$

We focus on a particular max-convolution with $g \equiv I_{\varepsilon \mathbb{B}}$, namely, we study the function $f_{\varepsilon}=f \diamond I_{\varepsilon \mathbb{B}}$ defined by

$$
\begin{equation*}
f_{\varepsilon}(x)=\left(f \diamond I_{\varepsilon \mathbb{B}}\right)(x)=\inf _{w \in \mathbb{B}} f(x-\varepsilon w), \quad \forall x \in \mathbb{R}^{d} \tag{4.3}
\end{equation*}
$$

The main property we are going to use for $f_{\varepsilon}$ is that $\left[f_{\varepsilon} \leq \alpha\right]=[f \leq \alpha]+\varepsilon \mathbb{B}$, for every $\alpha \in \mathbb{R}$. If $\inf f>-\infty$, we can easily adapt the definition of $f_{\varepsilon}$ by considering $f_{\varepsilon}=\inf f+(f-\inf f) \diamond I_{\varepsilon \mathbb{B}}$, which still preserves the formulae of the sublevel sets. However, if $f$ is not bounded from below, the max-convolution loses that key property. Thus, for the general case, we consider the following definition.

Definition 4.1. Let $f \in \mathcal{Q}$ and $\varepsilon>0$. We define the regularized function $f_{\varepsilon}: \mathbb{R}^{d} \rightarrow \mathbb{R} \cup\{+\infty\}$ given by

$$
f_{\varepsilon}(x)=\inf _{w \in \mathbb{B}} f(x-\varepsilon w)
$$

or equivalently, as the unique function satisfying that $\left[f_{\varepsilon} \leq \alpha\right]=[f \leq \alpha]+\varepsilon \mathbb{B}$, for every $\alpha \in \mathbb{R}$.
In what follows, we focus our attention on functions $f \in \mathcal{Q}$ with $\min f=0$. The general case will be treated later on in Theorem 4.5. The next proposition surveys some relevant properties of the above max-convolution that we will use in the subsequent development.

Proposition 4.2. Assume $f \in \mathcal{Q}$ with $\min f=0$, let $\varepsilon>0$ and consider the max-convolution $f_{\varepsilon}=f \diamond I_{\varepsilon \mathbb{B}}$. Then, the following properties hold:
(i) $\left[f_{\varepsilon} \leq \alpha\right]=[f \leq \alpha]+\varepsilon \mathbb{B}$, for every $\alpha \geq 0$; therefore $\operatorname{bd}\left[f_{\varepsilon} \leq \alpha\right]$ is an $\varepsilon$-prox-regular $\mathcal{C}^{1,1}$ submanifold.
(ii) For $\varepsilon_{1}, \varepsilon_{2}>0$ such that $\varepsilon_{1}+\varepsilon_{2}=\varepsilon$, one has that

$$
f_{\varepsilon}=f_{\varepsilon_{1}} \diamond I_{\varepsilon_{2} \mathbb{B}}=f_{\varepsilon_{2}} \diamond I_{\varepsilon_{1} \mathbb{B}} .
$$

(iii) $f_{\varepsilon}$ is locally Lipschitz-continuous on its domain $\operatorname{dom} f_{\varepsilon}=\operatorname{dom} f+\varepsilon \mathbb{B}$.
(iv) For each $x \in \mathbb{R}^{d}, f_{\varepsilon}(x)=f(z)$, where $z=\operatorname{proj}\left(x ;\left[f \leq f_{\varepsilon}(x)\right]\right)$. Moreover, one has that

$$
\left|\nabla f_{\varepsilon}\right|(x) \geq|\nabla f|(z) .
$$

Let us now choose $x_{0} \in \operatorname{int}(\operatorname{dom} f)$ such that $\overline{\nabla f \mid}\left(x_{0}\right)>\ell($ recall definition in (2.5)). Pick $\delta>0$ sufficiently small such that

$$
\begin{equation*}
|\nabla f|(y)>\ell, \text { for every } y \in \bar{B}\left(x_{0}, \delta\right) \subset \operatorname{dom} f \tag{4.4}
\end{equation*}
$$

and consider the function

$$
h:=f+I_{\bar{B}\left(x_{0}, \delta\right)}
$$

Note that since $\min f=0$, one has that $\min h \geq 0$.
Lemma 4.3. If (4.4) holds, the limiting slope $\overline{|\nabla h|}$ is strictly positive on $\operatorname{dom} h \backslash \operatorname{argmin} h$.
Proof. Set $C:=\bar{B}\left(x_{0}, \delta\right)$. Choose $z \in \operatorname{dom} h \backslash \operatorname{argmin} h \operatorname{set} \alpha=f(z)$ and $\beta \in(\min h, \alpha)$. Note that the set $[\min h<f<\beta] \cap C$ has nonempty interior and consequently, by construction,

$$
\begin{aligned}
\sup _{y \in[f \leq \beta] \cap C} d\left(y, \mathbb{R}^{d} \backslash C\right) & \geq d\left(\operatorname{proj}\left(x_{0} ;[f \leq \beta]\right), \mathbb{R}^{d} \backslash C\right) \\
& =\delta-d\left(x_{0},[f \leq \beta]\right)>0
\end{aligned}
$$

Thus, applying [13, Lemma 1], we deduce

$$
d(z,[h \leq \beta])=d(z,[f \leq \beta] \cap C) \leq \frac{\delta+d\left(x_{0},[f \leq \beta]\right)}{\delta-d\left(x_{0},[f \leq \beta]\right)} d(z,[f \leq \beta])
$$

Taking the limit $\beta \nearrow \alpha=f(z)$, we obtain

$$
\begin{aligned}
|\nabla h|(z) & =\underset{\beta \nmid \alpha}{\limsup } \frac{\alpha-\beta}{d(z,[h \leq \beta])} \\
& \geq \limsup _{\beta \nmid \alpha} \frac{\delta-d\left(x_{0},[f \leq \beta]\right)}{\delta+d\left(x_{0},[f \leq \beta]\right)} \frac{\alpha-\beta}{d(z,[f \leq \beta])} \\
& =\frac{\delta-d\left(x_{0},[f \leq \alpha]\right)}{\delta+d\left(x_{0},[f \leq \alpha]\right)}|\nabla f|(z) \geq \underbrace{\frac{\delta-d\left(x_{0},[f \leq \alpha]\right)}{\delta+d\left(x_{0},[f \leq \alpha]\right)}}_{:=\phi(\alpha)} \ell
\end{aligned}
$$

Since the function $z \mapsto \phi(h(z))$ is continuous and strictly positive on $\operatorname{dom} h \backslash \operatorname{argmin} h$ the assertion follows.

Lemma 4.4. For every $\varepsilon>0$, the function $h_{\varepsilon}=h \diamond I_{\varepsilon \mathbb{B}}$ is quasiconvex, coercive, locally Lipschitz on its domain and satisfies (H1)-(H3).

Proof. Since $f \in \mathcal{Q}$, it is straightforward that $h$ is quasiconvex and locally Lipschitz on its domain. Moreover, by construction dom $h \equiv \bar{B}\left(x_{0}, \delta\right)$. Thus, Proposition 4.2 entails that $h_{\varepsilon}$ is quasiconvex, locally Lipschitz on its domain, and coercive, where the last property follows from the fact that the domain $\operatorname{dom} h_{\varepsilon}$ coincides with the compact ball $\bar{B}\left(x_{0}, \delta\right)$.

Notice further that coercivity and Proposition 4.2 (i) yield that the function $h_{\varepsilon}$ verifies (H1) and (H3), with $r=\varepsilon$, while (H2) follows by Lemma 4.3 and Proposition 4.2 (iv).
The proof is complete.
We are now ready to establish the main result of this section, which provides steepest descent curves for almost every point of the regularized function $f_{\varepsilon}$ (where $f \in \mathcal{Q}$ is not necessarily assumed to be bounded from below) stemming from non-lower critical points, in the sense of (4.5) below. Let us set:

$$
\begin{equation*}
\mathcal{U}_{\varepsilon}:=\left\{x \in \operatorname{dom} f_{\varepsilon}: \overline{|\nabla f|}\left(\operatorname{proj}\left(x ;\left[f \leq f_{\varepsilon}(x)\right]\right)\right)>0\right\} \tag{4.5}
\end{equation*}
$$

Theorem 4.5. Let $f \in \mathcal{Q}$ (not necessarily bounded from below) and $\varepsilon>0$. The regularized function $f_{\varepsilon}$ admits steepest descent curves emanating from almost every $x \in \mathcal{U}_{\varepsilon}$. In particular, if $f$ verifies (H2), then $f_{\varepsilon}$ admits steepest descent curves emanating from almost every $x \in \operatorname{dom} f_{\varepsilon}$.

Proof. Let $x \in \operatorname{dom} f_{\varepsilon}$ satisfying (4.5), and let $z=\operatorname{proj}\left(x,\left[f \leq f_{\varepsilon}(x)\right]\right)$. Then, there exist $\delta, \ell>0$ such that for all $z^{\prime} \in B(z, 2 \delta) \cap \operatorname{dom} f,|\nabla f|\left(z^{\prime}\right)>\ell$.

Take $r=\min _{\bar{B}(z, 2 \delta)} f$ and note that $f$ and $g=\max \{f, r\}$ coincide over $B(z, 2 \delta)$, and so $f_{\varepsilon}$ and $g_{\varepsilon}$ coincide on a neighborhood of $x$. Thus, we can replace $f$ by $g$ and assume, without losing any generality, that $r=\min g=0$.
Take $h=g+I_{\bar{B}(z, \delta)}$. Then, by Lemma 4.3, $h$ verifies (H2). By invoking [3, Example 4.1] and Lemma 3.5, we deduce that the mapping $y \mapsto \operatorname{proj}\left(y,\left[h \leq g_{\varepsilon}(y)\right]\right)$ is continuous over the set $\left[g_{\varepsilon}>\min h\right]$. This yields that there exists $\eta>0$ such that

$$
\operatorname{proj}\left(y,\left[h \leq g_{\varepsilon}(y)\right]\right) \subset z+\frac{\delta}{2} \mathbb{B}, \quad \forall y \in B(x, \eta) .
$$

In particular, for all $y \in B(x, \eta)$ one has that $\operatorname{proj}\left(y,\left[g \leq g_{\varepsilon}(y)\right]\right)=\operatorname{proj}\left(y,\left[h \leq g_{\varepsilon}(y)\right]\right)$ and so,

$$
\begin{aligned}
g_{\varepsilon}(y) \geq h_{\varepsilon}(y) & =\inf _{w \in y+\varepsilon \mathbb{B}} h(y-w) \\
& \geq \inf _{w \in y+\varepsilon \mathbb{B}} g(y-w)=g_{\varepsilon}(y) .
\end{aligned}
$$

Thus, $g_{\varepsilon}$ and $h_{\varepsilon}$ coincide in $B(x, \eta)$. Now, applying Lemma 4.4 and Theorem 3.8, we deduce that $h_{\varepsilon}$, and so $g_{\varepsilon}$ admits steepest descent curves emanating from almost every point in

$$
B(x, \eta) \bigcap \operatorname{int}\left(\operatorname{dom} h_{\varepsilon}\right)=B(x, \eta) \bigcap \operatorname{int}\left(\operatorname{dom} g_{\varepsilon}\right)
$$

The proof is complete.
(Open questions) The question of characterizing locally Lipschitz functions that admit steepest descent curves on their domains is challenging. This is open even for the class of quasiconvex functions, where a sufficient condition was obtained in [11]: namely, this happens whenever the slope mapping $x \mapsto|\nabla f|(x)$ is lower semicontinuous, since in this case, every near-steepest descent curve is also a steepest descent curve. Concurrently, it is not known if Theorem 4.5 presented hereby is tight, or if the regularized quasiconvex functions $f_{\varepsilon}$ admits steepest descent curves at every point. Last, but not least, we do not dispose a satisfactory characterization for the slope to be lower semicontinuous. In particular, it is not known if the slope of a regularized function $x \mapsto\left|\nabla f_{\varepsilon}\right|(x)$ is lower semicontinuous or not.
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