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Atomistic simulation is currently experiencing a paradigm shift. Namely, by promising a combination 

of DFT-like accuracy with fast computation times, machine learned force-fields (MLFF) are 

increasingly replacing traditionally parametrized force-fields, thus enabling precise simulation of 

large atomic systems. However, one major open question in the development of such potentials is 

how the training structures can be picked in a generic and clever way. This should lead to a potential 

with high accuracy in the relevant domain of structure space while keeping redundancy in the training 

database low. An option to achieve this would be by applying an active learning strategy accompanied 

with data reduction methods. [1] 

 

In a recent published study, Unglert et al. [2] showed that the silicon phase diagram can be predicted 

accurately by combining the nested sampling algorithm with our in-house developed MLFF NeuralIL 

[3] trained on an already existing hand-crafted silicon database [4]. Building upon that study, in this 

work it will be illustrated that it is possible to construct the training database solely by applying an 

active learning strategy. On top of that, different iterations of the active-learned MLFF will be 

analyzed and learned lections will be discussed. 
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