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Kurzfassung

Seit der Einführung der isogeometrischen Analysis (IGA) im Jahr 2005 sind die Finite-
Element-Methode (FEM) und die Randelementmethode (BEM, engl. boundary element me-
thod) mit Splines zu einem aktiven Forschungsfeld geworden. Die zentrale Idee von IGA ist
es, die gleichen Funktionen zur Approximation der Lösung der betrachteten partiellen Dif-
ferentialgleichung (PDE, engl. partial differential equation) zu verwenden, die auch für die
Darstellung der Problemgeometrie in Computer Aided Design (CAD) genutzt werden. Nor-
malerweise basiert CAD auf Tensorprodukt-Splines. Um adaptive Verfeinerung zuzulassen,
wurden einige Erweiterungen von diesen entwickelt, z.B. hierarchische Splines, T-Splines
oder LR-Splines. Im Hinblick auf Geometrie induzierte Singularitäten und der Tatsache,
dass isogeometrische Methoden Ansatzfunktionen mit hoher Ordnung verwenden, ist der
Gewinn durch adaptive Verfeinerung (bzw. Verlust bei uniformer Verfeinerung) gewaltig.

In dieser Arbeit betrachten wir zuerst eine adaptive FEM mit hierarchischen Splines
von beliebigem Grad für lineare elliptische PDE-Systeme zweiter Ordnung mit Dirichlet-
Randbedingung in Rd für d ≥ 2. Wir nehmen an, dass die Problemgeometrie über dem
d-dimensionalen Einheitswürfel parametrisiert werden kann. Wir stellen eine Verfeinerungs-
strategie vor, um eine Folge lokal verfeinerter Gitter und diskreter Lösungen zu erzeugen.
Adaptivität wird hierbei von einem gewichteten a posteriori Residualfehlerschätzer gesteu-
ert. Wir beweisen lineare Konvergenz des Fehlerschätzers (bzw. der Summe aus Fehler und
Datenoszillationen) mit optimaler algebraischer Rate.

Danach betrachten wir eine adaptive Randelementmethode mit hierarchischen Splines von
beliebigem Grad für schwach-singuläre Integralgleichungen erster Art, die bei der Lösung von
linearen elliptischen PDE-Systemen zweiter Ordnung mit konstanten Koeffizienten und
Dirichlet-Randbedingung auftreten. Wir nehmen an, dass der Geometrierand die Vereini-
gung von Oberflächen ist, die über dem (d−1)-dimensionalen Einheitswürfel parametrisiert
werden können. Erneut stellen wir eine Verfeinerungsstrategie vor, um eine Folge lokal ver-
feinerter Gitter und diskreter Lösungen zu erzeugen, wobei Adaptivität durch einen gewich-
teten a posteriori Residualfehlerschätzer gesteuert wird. Wir beweisen lineare Konvergenz
des Fehlerschätzers mit optimaler algebraischer Rate. Im Gegensatz zu früheren Arbeiten,
welche auf das Laplace-Modellproblem beschränkt sind, lässt unsere Analysis beliebige el-
liptische PDE-Systeme zweiter Ordnung mit konstanten Koeffizienten zu.

Schließlich untersuchen wir für eindimensionale Ränder eine adaptive BEM mit Stan-
dardsplines statt hierarchischen Splines. Wir modifizieren den entsprechenden Algorithmus
so, dass er zusätzlich die lokale Glattheit der Ansatzfunktionen steuert. Erneut beweisen
wir lineare Konvergenz des Fehlerschätzers mit optimaler algebraischer Rate.

Um die genannten Resultate zu beweisen, entwickeln wir einen abstrakten Rahmen für
adaptive konforme FEM und BEM. Insbesondere könnte dieser Rahmen auch für IGA mit
T-Splines oder LR-Splines genutzt werden. Durchwegs belegen wir unsere theoretischen
Ergebnisse mit numerischen Beispielen.





Abstract

Since the advent of isogeometric analysis (IGA) in 2005, the finite element method (FEM)
and the boundary element method (BEM) with splines have become an active field of
research. The central idea of IGA is to use the same functions for the approximation of the
solution of the considered partial differential equation (PDE) as for the representation of
the problem geometry in computer aided design (CAD). Usually, CAD is based on tensor-
product splines. To allow for adaptive refinement, several extensions of these have emerged,
e.g., hierarchical splines, T-splines, and LR-splines. In view of geometry induced generic
singularities and the fact that isogeometric methods employ higher-order ansatz functions,
the gain of adaptive refinement (resp. loss for uniform refinement) is huge.

In this work, we first consider an adaptive FEM with hierarchical splines of arbitrary
degree for linear elliptic PDE systems of second order with Dirichlet boundary condition
in Rd for d ≥ 2. We assume that the problem geometry can be parametrized over the
d-dimensional unit cube. We propose a refinement strategy to generate a sequence of
locally refined meshes and corresponding discrete solutions. Adaptivity is driven by some
weighted-residual a posteriori error estimator. We prove linear convergence of the error
estimator (resp. the sum of error plus data oscillations) with optimal algebraic rate.

Next, we consider an adaptive BEM with hierarchical splines of arbitrary degree for
weakly-singular integral equations of the first kind that arise from the solution of linear
elliptic PDE systems of second order with constant coefficients and Dirichlet boundary
condition. We assume that the boundary of the geometry is the union of surfaces that can
be parametrized over the (d − 1)-dimensional unit cube. Again, we propose a refinement
strategy to generate a sequence of locally refined meshes and corresponding discrete solu-
tions, where adaptivity is driven by some weighted-residual a posteriori error estimator.
We prove linear convergence of the error estimator with optimal algebraic rate. In contrast
to prior works, which are restricted to the Laplace model problem, our analysis allows for
arbitrary elliptic PDE operators of second order with constant coefficients.

Finally, for one-dimensional boundaries, we investigate an adaptive BEM with standard
splines instead of hierarchical splines. We modify the corresponding algorithm so that it
additionally uses knot multiplicity increase which results in local smoothness reduction of
the ansatz space. Again, we prove linear convergence of the employed weighted-residual
error estimator with optimal algebraic rate.

In order to prove all these results, we provide an abstract framework for adaptive con-
forming FEM and BEM. In particular, this framework might also be applicable to IGA
with T-splines or LR-splines. Throughout, we provide numerical evidence for our theoret-
ical findings.
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wie möglich zu beantworten. Ich danke ihm auch dafür, dass er mir die Reisen zu vielen
spannenden Konferenzen in unterschiedlichen Ländern ermöglichte.
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1 Introduction

On a given rectangular mesh, splines are piecewise polynomials with certain smoothness
properties across the boundaries of the mesh elements. Since the advent of isogeometric
analysis (IGA) in 2005, the finite element method (FEM) based on splines has become
an active field of research. The central idea of IGA is to use the same functions for
the approximation of the solution of the considered partial differential equation (PDE)
as for the representation of the problem geometry Ω in computer aided design (CAD);
see [HCB05, CHB09, BBdVC+06]. The CAD standard for geometry representation relies
on splines resp. rational splines which are quotients of standard splines. IGA is of particular
interest, if the solution of the PDE describes some geometric quantity, e.g., a deformation
of Ω. In this case, one can directly use the approximate solution in the CAD program,
since it is in the corresponding format.

Usually, CAD provides only a parametrization of the boundary ∂Ω instead of the domain
Ω itself. Since FEM requires a mesh of Ω, the parametrization needs to be extended to
the whole domain, which is non-trivial and still an open research topic, in particular, for
CAD geometries consisting of multiple patches. The boundary element method (BEM),
which can be seen as FEM on the boundary, circumvents this difficulty by working only on
the CAD provided boundary mesh. However, compared to the literature on isogeometric
analysis with FEM (IGAFEM), only little is found for isogeometric analysis with BEM
(IGABEM). The latter was first considered in [PGK+09] for 2D and in [SSE+13] for 3D.

To obtain an accurate approximation of the PDE solution, the CAD provided boundary
mesh has to be refined, since the initial mesh is often too coarse to resolve certain behavior
of the solution. This can be achieved by uniformly bisecting all elements of the mesh.
However, in general, this approach might be unnecessarily (or even prohibitively) expensive
in terms of computational effort. Indeed, geometry or data induced singularities of the
(unknown) exact solution might reduce the order of convergence significantly and hence
spoil the accuracy of numerical simulations for uniform refinement. However, in many
situations, local refinement at these singularities significantly improves the accuracy and
is hence preferable. In order to automatically steer such a local refinement, one has to
implement so-called adaptive algorithms. These algorithms estimate the approximation
error on all current mesh elements and refine only those elements, where the error appears
to be largest.

1.1 Goal of this work

The goal of this work is the development and the mathematical analysis of adaptive algo-
rithms for IGAFEM and IGABEM. In particular, the emphasis is on the rigorous proof that
the proposed algorithms lead to (optimal) convergence of the approximations towards the
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exact solution of the PDE. In order to numerically investigate these algorithms, implemen-
tations for adaptive IGABEM in 2D, adaptive IGAFEM in 2D, and adaptive IGABEM
in 3D were developed. These implementations are used to underline the mathematical
findings with numerical experiments.

1.2 Outline & Contributions

Chapter 2

This chapter is essentially a summary of the results from [CFPP14] and its slight general-
ization [Fei15]. Both works consider a standard adaptive algorithm from a very abstract
point of view. They provide the so-called axioms of adaptivity for the error estimator and
the mesh-refinement which imply convergence of the estimator at optimal algebraic rate;
see Theorem 2.3.1.

Chapter 3

In this chapter, we introduce the so-called splines. On a given mesh of the unit interval,
splines are piecewise polynomials with certain smoothness properties at the breakpoints
of the mesh. A tensor-product approach provides a definition for the higher-dimensional
case d ≥ 2. Since the tensor-mesh structure has to be preserved in each refinement step,
the standard splines are not suited for adaptive refinement if the dimension d is larger
than one. To allow for adaptive refinement, several extensions of the standard model
have recently emerged, e.g., hierarchical splines [Kra98, VGJS11], analysis-suitable T-
splines [SLSH12, BdVBSV13], or LR-splines [DLP13, JKD14]. In this work, we focus
on hierarchical splines which are defined in Section 3.4. We recall the definition of two
well-known bases of the space of hierarchical splines, namely the hierarchical B-splines and
the truncated hierarchical B-splines (THB-splines). In Section 3.4.5, we present a Scott–
Zhang type projection onto hierarchical splines from the recent own work [GHP17]. Under
additional assumptions on the underlying mesh, this operator is locally L2-stable, locally
H1-stable, and has a local first-order approximation property.

Chapter 4

On a d-dimensional bounded Lipschitz domain Ω, we consider a general linear system of
second-order PDEs with homogenous Dirichlet boundary condition

Pu = f in Ω,

u = 0 on Γ := ∂Ω,
(1.2.1)

where we seek the solution u : Ω → RD with D ≥ 1. Provided that P is H1
0 (Ω)

D-elliptic,
(1.2.1) admits for arbitrary vector-valued f ∈ L2(Ω)D a unique weak solution u ∈ H1

0 (Ω)
D

which can be approximated with the help of FEM.
For standard FEM with globally continuous piecewise polynomials, adaptive algorithms

of the form

solve −→ estimate −→ mark −→ refine

2
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are well understood; see, e.g., [Dör96, MNS00, BDD04, Ste07, CKNS08, FFP14] and
[CFPP14] for milestones on convergence and optimal convergence rates.

In contrast, so far there exists only little literature concerning the thorough mathematical
analysis of adaptive FEM with splines: [BG16a] investigates an estimator reduction for an
IGAFEM with certain hierarchical splines. [BG16c] investigates linear convergence of an
adaptive IGAFEM with truncated hierarchical B-splines. In the continuation of the latter
work, [BGMP16] studies the corresponding mesh-refinement strategy together with some
refinement-related properties for the proof of optimal convergence.

Chapter 4 builds upon the recent own work [GHP17] and proves that adaptive IGAFEM
with hierarchical splines leads to linear convergence with optimal rate. At the time [GHP17]
was written, the mathematical proof that the adaptive strategy of [BG16c] leads to optimal
convergence rates, was still missing in the literature. Independently and during the review
process of [GHP17], optimal convergence behavior for symmetric PDEs was proved in the
preprint [BG17], but not underpinned by numerical experiments. Unlike our strategy from
[GHP17], the algorithm of [BG16c] was designed for truncated hierarchical B-splines only
and the use of hierarchical B-splines may lead to non-sparse Galerkin matrices. In general,
truncated hierarchical B-splines have smaller but also more complicated supports, which
are possibly not even connected. Further, the truncation procedure leads to an additional
overhead that should not be neglected.

Sections 4.2–4.3

In Section 4.2, we give an abstract framework for adaptive mesh-refinement for conforming
FEM for the model problem (1.2.1). In Theorem 4.2.7, we identify sufficient condi-
tions for the underlying meshes, the local FEM spaces, as well as the employed (local)
mesh-refinement rule which guarantee that the usual weighted-residual a posteriori error
estimator satisfies the axioms of adaptivity from Chapter 2. In particular, we see that the
corresponding adaptive algorithm (Algorithm 4.2.6) leads to linear convergence of the error
estimator at optimal algebraic rate. Moreover, Theorem 4.2.7 states that under certain as-
sumptions on the data approximation spaces, the employed error estimator is equivalent to
the so-called total error infV•∈X•(∥u− V•∥H1(Ω) + osc•(V•)), where osc•(·) denotes certain
data oscillation terms. This implies that also the total error converges linearly at optimal
rate. Section 4.3 is devoted to the proof of Theorem 4.2.7.

Sections 4.4–4.6

Section 4.4 defines hierarchical meshes and hierarchical splines on Ω, derives the canonical
basis of the hierarchical spline space X• ⊂ H1

0 (Ω)
D with Dirichlet boundary condition, and

introduces some local mesh-refinement strategy (Algorithm 4.4.1) which preserves a certain
admissibility property. This admissibility property particularly yields that the number
of (truncated) hierarchical B-splines on each element as well as the number of elements
contained in the support of each (truncated) hierarchical B-spline is uniformly bounded;
see Proposition 3.4.3. If one uses the strategy of [BG16c, BGMP16, BG17] instead, this is
not true for hierarchical B-splines, but only for truncated hierarchical B-splines.

The main result of this chapter is Theorem 4.4.6 which states that hierarchical splines
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together with the proposed local mesh-refinement strategy satisfy all assumptions of Sec-
tion 4.2, so that Theorem 4.2.7 applies and proves optimal convergence behavior of the
adaptive algorithm. The proof is given in Section 4.5. Whereas the corresponding result
of [BG16c, BG17] adapts the analysis of [CKNS08] and is thus restricted to symmetric
problems, we exploit some recent ideas from [FFP14] in order to cover the non-symmetric
case as well. Remark 4.4.7 extends Theorem 4.4.6 to rational hierarchical splines.

We conclude the chapter with three numerical experiments in Section 4.6 which underpin
the theoretical results, but also demonstrate the limitations of hierarchical splines in the
frame of adaptive FEM if the solution u exhibits edge singularities.

Chapter 5

We consider a general linear system of second-order PDEs on the d-dimensional bounded
Lipschitz domain Ω with PDE operator P. We assume that the coefficients of P are
constant and that the induced bilinear form is H1

0 (Ω)
D-elliptic up to some compact per-

turbation. Let G : Rd \ {0} → RD×D be the corresponding (matrix-valued) fundamental
solution in the sense of [McL00, page 198]. For ψ ∈ L∞(Γ)D, we define the single-layer
operator as boundary convolution with G, i.e.,

(Vψ)(x) :=

∫

Γ
G(x− y)ψ(y) dy for all x ∈ Γ. (1.2.2)

This operator can be extended to a bounded linear operator

V : H−1/2(Γ)D → H1/2(Γ)D, (1.2.3)

where H1/2(Γ) denotes the space of traces of H1(Ω) and H−1/2(Γ) is its dual space. V

is always elliptic up to some compact perturbation. We assume that it is elliptic even
without perturbation. This is particularly satisfied for the Laplace problem or for the
Lamé problem.

Given a right-hand side f ∈ H1/2(Γ)D, we investigate the boundary integral equation

Vφ = f. (1.2.4)

Such integral equations arise from (and are even equivalent to) the solution of Dirichlet
problems of the form

Pu = 0 in Ω

u = g on Γ
(1.2.5)

for some g ∈ H1/2(Γ)D. Indeed, if u ∈ H1(Ω)D is a corresponding weak solution, then
its conormal derivative φ := Dνu (i.e., the Neumann data) satisfies (1.2.4) with f :=
(K+1/2)g. Here, K : H1/2(Γ)D → H1/2(Γ)D denotes the double-layer operator. Conversely,
if φ ∈ H−1/2(Γ)D satisfies (1.2.4) with f := (K + 1/2)g, then a weak solution of (1.2.5)
is given by the representation formula u := Ṽφ − K̃g, where Ṽ : H−1/2(Γ)D → H1(Ω)D

denotes the single-layer potential and K̃ : H1/2(Γ)D → H1(Ω)D denotes the double-layer
potential.
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The Lax–Milgram lemma provides existence and uniqueness of the solution φ ∈ H−1/2(Γ)D

of the equivalent variational formulation of (1.2.4)

⟨Vφ , ψ⟩ = ⟨f , ψ⟩ for all ψ ∈ H−1/2(Γ)D. (1.2.6)

In the Galerkin boundary element method, the test space H−1/2(Γ)D is replaced by some

discrete subspace X• ⊂ L2(Γ)
D ⊂ H−1/2(Γ)D and the Lax–Milgram lemma guarantees the

existence and uniqueness of a discrete solution Φ• ∈ X•.
For standard BEM with (dis)continuous piecewise polynomials, a posteriori error esti-

mation and adaptive mesh-refinement are well understood. In particular, optimal con-
vergence of mesh-refining adaptive algorithms has recently been proved for polyhedral
boundaries [FFK+14, FFK+15, FKMP13] as well as smooth boundaries [Gan13]. The
work [AFF+17] allows to transfer these results to piecewise smooth boundaries. However,
a posteriori error estimation for IGABEM has only been considered for the two-dimensional
Laplace problem in the recent own works [FGP15, FGHP16, FGHP17].

Sections 5.2–5.3

Similarly as in Section 4.2, in Section 5.2, we give an abstract framework for adaptive
mesh-refinement for conforming BEM in 2D and 3D for the model problem (1.2.4). In
Theorem 5.2.5, we identify sufficient conditions for the underlying meshes, the local
BEM spaces, as well as the employed (local) mesh-refinement rule which guarantee that the
standard weighted-residual a posteriori error estimator satisfies the axioms of adaptivity
from Chapter 2. In particular, this implies that the corresponding adaptive algorithm
(Algorithm 5.2.4) leads to linear convergence of the error estimator at optimal algebraic
rate. In particular, Theorem 5.2.5 states that the employed error estimator is reliable, i.e.,
that it is an upper bound for the error ∥φ−Φ•∥H−1/2(Γ) (up to a multiplicative constant).
The proof of Theorem 5.2.5 is given in Section 5.3.

To prove reliability of the weighted-residual estimator, we show that it is an upper
bound for the so-called Faermann estimator, proposed and analyzed for standard BEM in
[Fae00, Fae02]. For ansatz spaces that contain certain piecewise polynomials, Faermann
proved reliability as well as efficiency of this estimator. We extend this result and prove that
the Faermann estimator is reliable and efficient for arbitrary BEM spaces that satisfy certain
assumptions; see Proposition 5.3.7 and Proposition 5.3.8. Moreover, Remark 5.3.10 states
that one obtains at least plain convergence limℓ→∞ ∥φ−Φℓ∥H−1/2(Γ) = 0 if Algorithm 5.2.4

is steered by the Faermann estimator. Such a result was first proved in [FFME+14] for
piecewise constants on affine triangulations of Γ.

In contrast to [FFK+14, FKMP13] which only verify the axioms of adaptivity for a single
model problem, namely the Laplace problem, our analysis allows for arbitrary linear second-
order PDE operators P with constant coefficients. The crucial step is the generalization
(Proposition 5.3.15) of the inverse inequality from [AFF+17] with the help of a Caccioppoli
type inequality (Lemma 5.3.13).
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Sections 5.4–5.6

Section 5.4 defines hierarchical meshes and hierarchical splines on the boundary Γ and
introduces some local mesh-refinement rule (Algorithm 5.4.2) which preserves a similar
admissibility property as in Chapter 4. To the best of our knowledge, this thesis is the first
work which investigates and analyzes IGABEM in 3D with hierarchical splines as ansatz
space. The main result of Section 5.4 is Theorem 5.4.5 which states that hierarchical
splines together with the proposed local mesh-refinement strategy satisfy all assumptions
of Section 5.2, so that Theorem 5.2.5 applies and proves optimal convergence behavior
of the adaptive algorithm. The proof is given in Section 5.5. Remark 5.4.6 extends the
result to rational hierarchical splines. In particular, in Section 5.5.9 and Section 5.5.15, we
generalize an inverse inequality for piecewise polynomial ansatz functions from [GHS05] to
rational hierarchical splines.

Two numerical experiments in Section 5.6 underpin the theoretical results, but also
demonstrate the limitations of hierarchical splines in the frame of adaptive BEM if the
solution φ exhibits edge singularities.

Sections 5.7–5.9

In Section 5.7, we consider IGABEM in 2D. We present an adaptive algorithm (Algo-
rithm 5.7.3) from the recent own work [FGHP16] with one-dimensional splines as ansatz
space. Whereas the adaptive algorithm of Section 5.2 resp. Section 5.4 only uses h-
refinement, the latter additionally allows for knot multiplicity increase and thus for local
smoothness control of the ansatz functions. Theorem 5.7.4 states again reliability and
linear convergence of the error estimator at optimal rate. The proof is given in Section 5.8.
Remark 5.7.6 extends the result to rational splines. In particular, in Section 5.8.3 and
Section 5.8.11, we generalize an inverse inequality for piecewise polynomials [GHS05] to
rational splines. Again, we note in Remark 5.8.3 that the application of the Faermann
estimator would at least lead to plain convergence. We conclude this chapter with three
further numerical experiments in Section 5.9.

Implementations

During the PhD studies, implementations for adaptive IGABEM in 2D, adaptive IGAFEM
in 2D, and adaptive IGABEM in 3D were developed. These implementations are used in
the numerical experiments of Section 5.9, Section 4.6, resp. Section 5.6. The 2D IGABEM
code was mainly written for the own master’s thesis [Gan14], where the focus was on the
Faermann error estimator. During the PhD studies, the weighted-residual error estimator
was implemented. Moreover, the possibility of knot multiplicity increase instead of pure
h-refinement was added. The MATLAB implementation for 2D IGAFEM was developed
together with Daniel Haberlik within the framework of his bachelor’s thesis [Hab] which
was jointly supervised by the author of this work and Dirk Praetorius. The implementation
of 3D IGABEM was developed for this thesis. As for the implementation of 2D IGABEM,
the assembly of the Galerkin matrix, the right-hand side vector, and the estimator for 3D
IGABEM is realized in C via MATLAB’s MEX interface, whereas the refinement procedure
is implemented in MATLAB.
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Related own publications

Parts of this thesis are already found in the recent own works [FGP15, FGHP16, FGHP17,
GHP17] that were written during the PhD studies. [FGP15, FGHP16] introduce the adap-
tive algorithm for one-dimensional rational splines steered by the Faermann estimator resp.
the standard weighted-residual estimator and prove reliability of the employed estimator.
There, the Laplace problem is chosen as model problem. [FGP15] additionally considers
collocation IGABEM which is usually preferred by engineers. Both works are based on
the own master’s thesis [Gan14] which focuses on the a posteriori analysis and empiri-
cally investigates the corresponding adaptive algorithm without knot multiplicity increase.
[FGHP17], which is also restricted to the two-dimensional Laplace problem, proves that the
adaptive algorithm from [FGP15, FGHP16] leads to optimal convergence of the weighted-
residual estimator and to plain convergence of the Faermann estimator. While the results
of Section 5.7 and Section 5.8 go back to [FGP15, FGHP16, FGHP17], the current pre-
sentation differs and the results are generalized. [GHP17] treats optimal convergence for
adaptive IGAFEM with hierarchical splines. The contents of Chapter 3 and Chapter 4
are found in [GHP17], while the present presentation provides more details. The results
on adaptive 3D IGABEM with hierarchical splines have not been published yet. Besides
the mentioned four publications [FGP15, FGHP16, FGHP17, GHP17] which are part of
this PhD thesis, two further publications [FGH+16, GHPS17] were written during the PhD
studies.

1.3 General notation

Throughout, | · | denotes the absolute value of scalars, the Euclidean norm of vectors,
and the Hausdorff measure of a set in Rn for n ≥ 1, where the corresponding Hausdorff
dimension is denoted by dim(·). The respective meaning will be clear from the context.
Moreover, # denotes the cardinality of a finite set.

For an arbitrary point x ∈ Rn and r > 0, we denote the corresponding open ball Br(x) :={
y ∈ Rn : |x − y| < r

}
. If S ⊆ Rn, we write Br(S) :=

⋃{
Br(x) : x ∈ S

}
. Further, we

define its characteristic function χS : Rn → {0, 1} via χS |S = 1 and χS|Rn\S = 0.
For real-valued quantities A,B, we write A ! B resp. A " B to abbreviate A ≤ cB

resp. A ≥ cB with some generic constant c > 0 which is clear from the context. Moreover,
A ≃ B abbreviates A ! B ! A.

Mesh-related quantities have the same index, e.g., X• is the ansatz space corresponding
to the mesh T•. The analogous notation is used for meshes T◦, T⋆ or Tℓ etc. Moreover, we
use ·̂ to transfer quantities in the physical domain to the parameter domain, e.g., we write
T̂ for the set of all admissible meshes in the parameter domain, whereas T denotes the set
of all admissible meshes in the physical domain.
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2 Axioms of Adaptivity

2.1 Introduction

In this chapter, we consider a standard adaptive algorithm from a very abstract point of
view. We provide a set of sufficient properties for the error estimator as well as for the
mesh-refinement which guarantee convergence of the estimator at optimal algebraic rate.
These properties are known as axioms of adaptivity, and have been introduced in [CFPP14].
In one way or another, the axioms arose over the years in various works throughout the
literature. In [CFPP14, Section 3.2], a historical overview on the their development can be
found. This chapter is essentially a summary of the results from [CFPP14] and its slight
generalization [Fei15]. The proofs are not new but included for the convenience of the
reader. We fix the abstract framework in Section 2.2. In particular, the adaptive algorithm
is given in Section 2.2.2. Then, in Section 2.3, we introduce the axioms of adaptivity and
formulate the implied main results on convergence for the error estimator and for locally
equivalent error estimators. Section 2.4 and Section 2.5 are devoted to the corresponding
proofs. Note that, as in [CFPP14, Fei15], we focus on the error estimator instead of the
error itself. This is in a certain sense natural, since the adaptive algorithm has no other
information than the error estimator to steer the mesh-refinement. However, at least in
Chapter 4, we will show that the corresponding concrete error estimator is equivalent to
the so-called total error (which is the sum of error plus data oscillations).

2.2 Abstract framework

In this section, we introduce general abstract meshes and error estimators, and formulate
the adaptive algorithm.

2.2.1 General meshes

Let T be a set of finite sets, which we refer to as meshes. Let refine(·, ·) be a fixed
refinement strategy such that, for T• ∈ T and marked M• ⊆ T•, there holds that T◦ =
refine(T•,M•) ∈ T with M• ⊆ T• \ T◦ and refine(T•, ∅) = T•. For arbitrary T•,T◦ ∈ T,
we write T◦ ∈ refine(T•), if T◦ is obtained by iterative application of refine, i.e., T◦ = T(J)
= refine(T(J−1),M(J−1)), T(J−1) = refine(T(J−2),M(J−2)), . . . ,T(1) = refine(T(0),M(0))
with T(0) = T•. Note that T• ∈ refine(T•). We assume that refine(T0) = T.

We suppose that we are given a function with integer values on the set of all possible
elements µ :

⋃
T•∈T T• → N and define µ(S) :=

∑
T∈S µ(T ) for S ⊆ T• and T• ∈ T. We

assume that µ(T•) < µ(T◦) for all T• ∈ T and all T◦ ∈ refine(T•) with T• ̸= T◦. The
subset of all refinements which have at most N ∈ N0 elements more than the initial mesh
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T0, reads

T(N) :=
{
T• ∈ T : µ(T•)− µ(T0) ≤ N

}
. (2.2.1)

Note that the analysis of [CFPP14, Fei15] does not include such a general measure µ, but µ
is just chosen as the cardinality # of a set. Nevertheless, the proofs work almost verbatim.
We will make the same standard choice in Section 4.2 and in Section 5.2, whereas we will
choose µ as knot multiplicity in Section 5.7.

2.2.2 Adaptive algorithm

We suppose that we are given an error estimator associated to each mesh T• ∈ T, i.e.,
a function η• : T• → [0,∞). By abuse of notation, we also write η• := η•(T•), where
η•(S) := (

∑
T∈S η•(T )

2)1/2 for all S ⊆ T•. Based on this error estimator, we consider the
following adaptive algorithm.

Algorithm 2.2.1. Input:Dörfler parameter θ ∈ (0, 1] and marking constant Cmin ∈ [1,∞].
Loop: For each ℓ = 0, 1, 2, . . . , iterate the following steps:

(i) Compute refinement indicators ηℓ(T ) for all elements T ∈ Tℓ.

(ii) Determine a set of marked elements Mℓ ⊆ Tℓ which is up to the multiplicative constant
Cmin minimal1 with respect to µ, such that the following Dörfler marking is satisfied

θ η2ℓ ≤ ηℓ(Mℓ)
2. (2.2.2)

(iii) Generate refined mesh Tℓ+1 := refine(Tℓ,Mℓ).

Output: Refined meshes Tℓ and error estimators ηℓ for all ℓ ∈ N0.

2.3 The axioms

This section is devoted to the axioms of adaptivity from [CFPP14, Fei15]. They are suf-
ficient to prove convergence of the error estimator sequence generated by the adaptive
algorithm at optimal algebraic rate. Indeed, the axioms are even necessary in some sense;
see [Fei15, Section 2.6].

2.3.1 Set of axioms

We suppose that we are given some fixed perturbations2 ϱ•,◦ for all T• ∈ T, T◦ ∈ refine(T•),
and constants Cqo, Cref , Cdrel, Cson, Cclos, Cover ≥ 1, and 0 ≤ ρred, εqo, εdrel < 1 such that
for the sequence (Tℓ)ℓ∈N0 from Algorithm 2.2.1, there hold:

1This means that µ(Mℓ) ≤ Cminµ(S) for all sets S ⊆ Tℓ with θη2
ℓ ≤ ηℓ(S)2. If Cmin = ∞, this is always

satisfied and allows for uniform refinement, where Mℓ = Tℓ.
2In the following chapters, ϱ•,◦ will always be the error ∥U◦ − U•∥ between two approximations U• and
U◦ corresponding to the meshes T• and T◦.
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(E1) Stability on non-refined elements: For all T• ∈ T and all T◦ ∈ refine(T•), it holds
that

|η◦(T• ∩ T◦)− η•(T• ∩ T◦)| ≤ ϱ•,◦.

(E2) Reduction on refined elements: For all T• ∈ T and all T◦ ∈ refine(T•), it holds
that

η◦(T◦ \ T•)2 ≤ ρredη•(T• \ T◦)2 + ϱ2•,◦.

(E3) General quasi-orthogonality: It holds that

0 ≤ εqo < sup
δ>0

1− (1 + δ)(1 − (1− ρred)θ)

2 + δ−1
,

and for all ℓ, N ∈ N0 that

ℓ+N∑

j=ℓ

(ϱ2j,j+1 − εqoη
2
j ) ≤ Cqoη

2
ℓ .

(E4) Discrete reliability: For all T• ∈ T and all T◦ ∈ refine(T•), there exists T• \ T◦ ⊆
R•,◦ ⊆ T• with µ(R•,◦) ≤ Cref

(
µ(T◦)− µ(T•)

)
such that

ϱ2•,◦ ≤ εdrelη
2
• + C2

drelη•(R•,◦)
2.

(T1) Son estimate: For all ℓ ∈ N0, it holds that

µ(Tℓ+1) ≤ Csonµ(Tℓ).

(T2) Closure estimate: For all ℓ ∈ N0, it holds that

µ(Tℓ)− µ(T0) ≤ Cclos

ℓ−1∑

j=0

µ(Mj).

(T3) Overlay property: For all ℓ ∈ N0 and T• ∈ T, there exists a common refinement
T◦ ∈ refine(Tℓ) ∩ refine(T•) which satisfies the overlay estimate

µ(T◦) ≤ Cover
(
µ(T•)− µ(T0)

)
+ µ(Tℓ).

2.3.2 Optimal convergence for the error estimator

The following theorem is the main result of this chapter. It was already proved in [Fei15,
Theorem 2.3.3], and, in a slightly weaker form, in [CFPP14, Theorem 4.1 and Corollary 4.8].
We include the proof in Section 2.4. For arbitrary s > 0, we set

Capprox(s) := sup
N∈N0

min
T•∈T(N)

(
(N + 1)sη•)

)
∈ [0,∞]. (2.3.1)

This definition characterizes the best possible algebraic convergence rate for the error esti-
mator starting from T0.
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Theorem 2.3.1. Let (Tℓ)ℓ∈N0 be the meshes generated by Algorithm 2.2.1. Then, there
hold:

(i) Suppose the axioms (E1)–(E2), where it suffices to consider Tℓ+1 ∈ refine(Tℓ) for
all ℓ ∈ N0, and assume that limℓ→∞ ϱℓ,ℓ+1 = 0. Then, for all 0 < θ ≤ 1 and all
Cmin ∈ [1,∞], the estimator converges, i.e.,

lim
ℓ→∞

ηℓ = 0. (2.3.2)

(ii) Suppose the axioms (E1)–(E3), where it suffices to consider Tℓ+1 ∈ refine(Tℓ) in
(E1)–(E2) for all ℓ ∈ N0. Then, for all 0 < θ ≤ 1 and all Cmin ∈ [1,∞], the estimator
converges linearly, i.e., there exist constants 0 < ρlin < 1 and Clin ≥ 1 such that

η2ℓ+j ≤ Clinρ
j
linη

2
ℓ for all j, ℓ ∈ N0. (2.3.3)

(iii) Suppose the axioms (E1)–(E4) and (T1)–(T3). Then, for all 0 < θ < θopt := (1 −
εdrel)/(1 + C2

drel) and all Cmin ∈ [1,∞), the estimator converges at optimal rate, i.e.,
for all s > 0 there exist constants copt, Copt > 0 such that

coptCapprox(s) ≤ sup
ℓ∈N0

(µ(Tℓ)− µ(T0) + 1)sηℓ ≤ CoptCapprox(s), (2.3.4)

where the lower bound relies only (T1).

The constants Clin, ρlin depend only on ρred, Cqo, εqo and on θ. The constant Copt de-
pends additionally on Cmin, Cref , Cdrel, εdrel, Cclos, Cover, and on s, while copt depends only
on Cson, µ(T0), s, and if there exists ℓ0 with ηℓ0 = 0 also on ℓ0 and η0.

Remark 2.3.2. The upper bound in (2.3.4) states that the estimator sequence ηℓ of Al-
gorithm 2.2.1 converges with algebraic rate s if Capprox(s) < ∞. This means that if a
decay with rate s is possible for optimally chosen meshes, the same decay is realized by the
adaptive algorithm. The lower bound in (4.2.23) states that the convergence rate of the
estimator sequence characterizes the theoretically optimal convergence rate.

2.3.3 Optimal convergence for equivalent error estimators

We suppose that we are given a second locally equivalent error estimator associated to each
T• ∈ T, i.e., a function η̃• : T• → [0,∞) such that there exists a constant Ceq ≥ 1 with

C−1
eq η•(T )

2 ≤ η̃•(T )
2 ≤ Ceqη•(T )

2 for all T ∈ T•. (2.3.5)

We also use the notation η̃• := η̃•(T•), where η̃•(S) := (
∑

T∈S η̃•(T )
2)1/2 for all S ⊆ T•.

Based on this error estimator, we consider Algorithm 2.2.1 with η replaced by η̃.

Algorithm 2.3.3. Input:Dörfler parameter θ̃ ∈ (0, 1] and marking constant C̃min ∈ [1,∞].
Loop: For each ℓ = 0, 1, 2, . . . , iterate the following steps:

(i) Compute refinement indicators η̃ℓ(T ) for all elements T ∈ Tℓ.

12



2.4 Proof of Theorem 2.3.1

(ii) Determine a set of marked elements Mℓ ⊆ Tℓ which is up to the multiplicative constant
C̃min minimal3 with respect to µ, such that the following Dörfler marking is satisfied

θ̃ η̃2ℓ ≤ η̃ℓ(Mℓ)
2. (2.3.6)

(iii) Generate refined mesh Tℓ+1 := refine(Tℓ,Mℓ).

Output: Refined meshes Tℓ and error estimators η̃ℓ for all ℓ ∈ N0.

A more general version of the next corollary is proved in [Fei15, Section 4.2]. It is an
easy consequence of Theorem 2.3.1. We include the proof in Section 2.5.

Corollary 2.3.4. Let (Tℓ)ℓ∈N0 be the meshes generated by Algorithm 2.3.3. Then, there
hold:

(i) Suppose the axiom (E1)–(E2) (for the estimator η), where it suffices to consider Tℓ+1 ∈
refine(Tℓ) for all ℓ ∈ N0, and assume that limℓ→∞ ϱℓ,ℓ+1 = 0. Then, for all 0 < θ̃ ≤
1, the equivalent estimator converges, i.e.,

lim
ℓ→∞

η̃ℓ = 0. (2.3.7)

(ii) Suppose the axioms (E1)–(E3) (for the estimator η but the meshes generated by Al-
gorithm 2.3.3), where it suffices to consider Tℓ+1 ∈ refine(Tℓ) for all ℓ ∈ N0. Then,
for all 0 < θ ≤ 1 and all Cmin ∈ [1,∞], the equivalent estimator converges linearly,
i.e., there exists 0 < ρlin < 1 and Clin ≥ 1 such that

η̃2ℓ+j ≤ CeqClinρ
j
linη̃

2
ℓ for all j, ℓ ∈ N0. (2.3.8)

(iii) Suppose the axioms (E1)–(E4) and (T1)–(T3) (for the estimator η but the meshes
generated by Algorithm 2.3.3). Then, for all 0 < θ̃ < C−2

eq θopt := C−2
eq (1− εdrel)/(1 +

C2
drel) and all C̃min ∈ [1,∞) the equivalent estimator converges at quasi-optimal rate,

i.e., there exist copt, Copt > 0 such that for all s > 0

C−1
eq coptCapprox(s) ≤ sup

ℓ∈N0

(µ(Tℓ)− µ(T0) + 1)sη̃ℓ ≤ CeqCoptCapprox(s), (2.3.9)

where the lower bound requires only (T1) to hold.

The constants Clin, ρlin depend only on ρred, Cqo, εqo and on C−2
eq θ̃. The constant Copt

depends additionally on Cmin, Cqo, Cclos, Cdrel, εdrel, and on s, while copt depends only on
Cson, µ(T0), s, and if there exists ℓ0 with ηℓ0 = 0 also on ℓ0 and η0. #

2.4 Proof of Theorem 2.3.1

In this section, we prove the main result stated in Theorem 2.3.1. The proof follows along
the lines of [CFPP14, Section 4] or [Fei15, Chapter 2].

3This means that µ(Mℓ) ≤ C̃minµ(S) for all sets S ⊆ Tℓ with θ̃η2
ℓ ≤ ηℓ(S)

2. If C̃min = ∞, this is always
satisfied.

13



2 Axioms of Adaptivity

2.4.1 Estimator reduction and convergence

In this section, we give the proof of Theorem 2.3.1 (i). The following lemma states uni-
form contraction of the error estimators ηℓ of Algorithm 2.2.1 in each step up to some
perturbation.

Lemma 2.4.1. Let 0 < θ ≤ 1 and suppose the axioms (E1)–(E2), it suffices to consider
Tℓ+1 ∈ refine(Tℓ). Then, there holds estimator reduction in the sense that

η2ℓ+1 ≤ ρest η
2
ℓ + Cest ϱ

2
ℓ,ℓ+1 for all ℓ ∈ N0, (2.4.1a)

where

ρest = (1 + δ)
(
1− (1− ρred)θ

)
and Cest = 2 + δ−1 (2.4.1b)

for all sufficiently small δ > 0 with 0 < ρest < 1.

Proof. First, we split the estimator η2ℓ+1 = ηℓ+1(Tℓ+1 \ Tℓ)2 + ηℓ+1(Tℓ ∩ Tℓ+1)2. We apply
reduction (E2) and stability (E1) together with Young’s inequality to obtain for arbitrary
δ > 0 that

η2ℓ+1 ≤ ρred ηℓ(Tℓ \ Tℓ+1)
2 + (1 + δ) ηℓ(Tℓ ∩ Tℓ+1)

2 + Cest ϱ
2
ℓ,ℓ+1.

Next, we rearrange this estimate as

η2ℓ+1 ≤ (1 + δ)
(
η2ℓ − ηℓ(Tℓ \ Tℓ+1)

2
)
+ ρred ηℓ(Tℓ \ Tℓ+1)

2 +Cest ϱ
2
ℓ,ℓ+1

≤ (1 + δ)
(
η2ℓ − (1− ρred) ηℓ(Tℓ \ Tℓ+1)

2
)
+ Cest ϱ

2
ℓ,ℓ+1.

Finally, Mℓ ⊆ Tℓ \ Tℓ+1 and Dörfler marking (2.2.2) show that ηℓ(Tℓ \ Tℓ+1)2 ≥ ηℓ(Mℓ)2 ≥
θη2ℓ . Together with the latter estimate, this concludes the proof.

Proof of Theorem 2.3.1 (i). First, Lemma 2.4.1 and our assumption limℓ→∞ ϱℓ,ℓ+1 = 0
show that

lim sup
ℓ→∞

η2ℓ+1 ≤ lim sup
ℓ→∞

(
ρest η

2
ℓ +Cest ϱ

2
ℓ,ℓ+1

)
= ρest lim sup

ℓ→∞
η2ℓ+1.

It remains to show that lim supℓ→∞ ηℓ+1 < ∞ to conclude that 0 = lim infℓ→∞ η2ℓ+1 =
lim supℓ→∞ η2ℓ+1. Induction on ℓ with the estimator reduction of Lemma 2.4.1 proves for
all ℓ ∈ N0 that

η2ℓ+1 ≤ ρℓ+1
est η

2
0 + Cest

ℓ∑

j=0

ρℓ−j
est ϱ

2
j,j+1.

Since ϱj,j+1 converges by assumption, it is uniformly bounded from above by some constant
C > 0. We obtain that

η2ℓ+1 ≤ ρℓ+1
est η

2
0 + C2Cest(1− ρest)

−1,

and thus boundedness of lim supℓ→∞ ηℓ ≤ supℓ∈N0
ηℓ < ∞.

14



2.4 Proof of Theorem 2.3.1

2.4.2 Linear convergence

Before we come to the proof of Theorem 2.3.1 (ii), we consider equivalent formulations of
linear convergence.

Lemma 2.4.2. Let (aℓ)ℓ∈N0 be a sequence with aℓ ≥ 0 for all ℓ ∈ N0. Then the following
three statements are pairwise equivalent:

(i) There exists a constant C1 > 0 such that

∞∑

j=ℓ+1

a2j ≤ C1a
2
ℓ for all ℓ ∈ N0. (2.4.2)

(ii) For all s > 0, there exists a constant C2 > 0 such that

ℓ−1∑

j=0

a−1/s
j ≤ C2a

−1/s
ℓ for all ℓ ∈ N, (2.4.3)

where we use the convention 0−1/s := ∞.

(iii) There exist constants 0 < ρ3 < 1 and C3 > 0 such that

a2ℓ+j ≤ C3ρ
j
3a

2
ℓ for all j, ℓ ∈ N0. (2.4.4)

Proof. We show the equivalences (i) ⇐⇒ (iii) as well as (ii) ⇐⇒ (iii).
Step 1: We show the implication (iii) =⇒ (i). There holds that

∞∑

j=ℓ+1

a2j ≤ C3a
2
ℓ

∞∑

j=ℓ+1

ρj−ℓ
3 = C3

ρ3
1− ρ3

a2ℓ for all ℓ ∈ N0.

Step 2: We show the implication (iii) =⇒ (ii). There holds that

a−1/s
ℓ ≤ C1/(2s)

3 ρj/(2s)3 a−1/s
ℓ+j for all j, ℓ ∈ N0 with aℓ+j > 0,

Put differently, we get that

a−1/s
j ≤ C1/(2s)

3 ρ(ℓ−j)/(2s)
3 a−1/s

ℓ for all j, ℓ ∈ N0 with ℓ ≥ j and aℓ > 0.

Without loss of generality let ℓ ∈ N with aℓ > 0. This leads us to

ℓ−1∑

j=0

a−1/s
j ≤ C1/(2s)

3 a−1/s
ℓ

ℓ−1∑

j=0

ρ(ℓ−j)/(2s)
3 ≤ C1/(2s)

3

1− ρ1/(2s)3

a−1/s
ℓ .

Step 3: We show the implication (i) =⇒ (iii). There holds that

(1 + C−1
1 )

∞∑

k=ℓ+1

a2k ≤
∞∑

k=ℓ+1

a2k + a2ℓ =
∞∑

k=ℓ

a2k for all ℓ ∈ N0.
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2 Axioms of Adaptivity

We set ρ3 := (1 + C−1
1 )−1. This shows that

∞∑

k=ℓ+1

a2k ≤ ρ3

∞∑

k=ℓ

a2k for all ℓ ∈ N0.

For all j, ℓ ∈ N0, induction yields that

a2ℓ+j ≤
∞∑

k=ℓ+j

a2k ≤ ρj3

∞∑

k=ℓ

a2k = ρj3

( ∞∑

k=ℓ+1

a2k + a2ℓ

)
≤ ρj3(C1 + 1)a2ℓ .

Step 4: We show the implication (ii) =⇒ (iii). Essentially, the proof works as in Step 3.
There holds that

(1 + C−1
2 )

ℓ−1∑

k=0

a−1/s
k ≤

ℓ∑

k=0

a−1/s
k for all ℓ ∈ N.

We set ρ̃3 := (1 + C−1
2 )−1. This shows that

ℓ−1∑

k=0

a−1/s
k ≤ ρ̃3

ℓ∑

k=0

a−1/s
k for all ℓ ∈ N.

Without loss of generality, let j, ℓ ∈ N0 with aℓ+j > 0, which implies due to (2.4.3) that
ak > 0 for all k ≤ ℓ+ j. Induction yields that

a−1/s
ℓ ≤

ℓ∑

k=0

a−1/s
k ≤ ρ̃j3

ℓ+j∑

k=0

a−1/s
k = ρ̃j3

( ℓ+j−1∑

k=0

a−1/s
k + a−1/s

ℓ+j

)
≤ ρ̃j3(C2 + 1)a−1/s

ℓ+j .

Taking the equation to the power of −2s shows (iii) with ρ3 = ρ̃2s3 and C3 = (C2+1)2s.

Proof of Theorem 2.3.1 (i). We show that the estimator reduction (2.4.1) and general quasi-
orthogonality (E3) imply linear convergence (2.3.3). Recall that the assumptions (E1)–(E2)
imply (2.4.1) according to Lemma 2.4.1. By Lemma 2.4.2, it suffices to show (2.4.2) with
(aℓ)ℓ∈N0 = (ηℓ)ℓ∈N0 . For all N ∈ N0 and all δ̃ > 0, estimator reduction yields that

ℓ+N+1∑

j=ℓ+1

η2j ≤
ℓ+N+1∑

j=ℓ+1

(
ρestη

2
j−1 + Cestϱ

2
j−1,j

)

=
ℓ+N+1∑

j=ℓ+1

(
(ρest + δ̃)η2j−1 + Cest

(
ϱ2j−1,j − δ̃C−1

est η
2
j−1

))
.

(2.4.5)

Recall that

0 ≤ εqo < sup
δ>0

1− (1 + δ)(1 − (1− ρred)θ)

2 + δ−1
.
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2.4 Proof of Theorem 2.3.1

Thus, (2.4.1b) shows that one can choose δ > 0 and hence ρest and Cest such that εqo <

(1− ρest)/Cest. Therefore, we can choose δ̃ > 0 with δ̃ < 1− ρest and εqo ≤ δ̃C−1
est . General

quasi-orthogonality (E3) proves for the second term in (2.4.5) that

ℓ+N+1∑

j=ℓ+1

(ϱ2j−1,j − δ̃C−1
est η

2
j−1) =

ℓ+N∑

j=ℓ

(ϱ2j,j+1 − δ̃C−1
est η

2
j ) ≤ Cqoη

2
ℓ .

We apply the latter estimate in (2.4.5) to obtain that

ℓ+N+1∑

j=ℓ+1

η2j ≤
ℓ+N+1∑

j=ℓ+1

(ρest + δ̃)η2j−1 + CestCqoη
2
ℓ ≤

ℓ+N+1∑

j=ℓ+1

(ρest + δ̃)η2j + (ρest + δ̃ + CestCqo)η
2
ℓ .

Simplifying and passing to the limit N → ∞ yields that

∞∑

j=ℓ+1

η2j ≤ ρest + δ̃ + CestCqo

1− (ρest + δ̃)
η2ℓ .

This concludes the proof of (2.4.2) and by Lemma 2.4.2 also the proof of linear conver-
gence (2.3.3).

2.4.3 Optimal convergence

So far, we have seen that Dörfler marking (2.2.2) in the adaptive algorithm implies linear
convergence (2.3.3) of ηℓ. The next proposition essentially states the converse implication.
In other words, Dörfler marking is not only sufficient for linear convergence, but in some
sense even necessary.

Proposition 2.4.3. Suppose stability (E1) and discrete reliability (E4). Let T• ∈ T and
T◦ ∈ refine(T•). Then, for all 0 < θ < θopt := (1 − εdrel)/(1 + C2

drel), there exists some
0 < ρθ < 1 such that

η2◦ ≤ ρθη
2
• =⇒ θη2• ≤ η•(R•,◦)

2. (2.4.6)

The constant ρθ depends only on Cdrel, εdrel, and θ.

Proof. Throughout the proof, we work with a free variable ρθ > 0, which will be fixed at
the end. For all δ > 0, the Young’s inequality together with stability (E1) shows that

η2• = η•(T• \ T◦)2 + η•(T• ∩ T◦)2 ≤ η•(T• \ T◦)2 + (1 + δ−1)η◦(T• ∩ T◦)2 + (1 + δ)ϱ2•,◦.

With R•,◦ ⊇ T• \ T◦, we get for the first term on the right-hand side that η•(T• \ T◦)2 ≤
η•(R•,◦)2. The assumption (2.4.6) proves that η◦(T• ∩ T◦)2 ≤ η2◦ ≤ ρθη2• . Together with
discrete reliability (E4), we obtain that

η2• ≤ η•(R•,◦)
2 + (1 + δ−1)ρθη

2
• + (1 + δ)

(
εdrelη

2
• + C2

drelη•(R•,◦)
2
)
.
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2 Axioms of Adaptivity

Put differently, we end up with

1− (1 + δ−1)ρθ − (1 + δ)εdrel
1 + (1 + δ)C2

drel

η2• ≤ η•(R•,◦)
2.

Finally, we choose δ > 0 and then 0 < ρθ < 1 such that

θ ≤ 1− (1 + δ−1)ρθ − (1 + δ)εdrel
1 + (1 + δ)C2

drel

<
1− εdrel
1 + C2

drel

= θopt.

This concludes the proof.

In the following lemma, we show that the estimator is monotone up to some multiplicative
constant.

Lemma 2.4.4. Suppose (E1)–(E2), where the restriction ρred < 1 is not necessary, and
(E4). Then, there exists a constant Cmon ≥ 1 such that there holds quasi-monotonicity in
the sense that

η2◦ ≤ Cmonη
2
• for all T• ∈ T,T◦ ∈ refine(T•). (2.4.7)

The constant Cmon depends only on ρred, εdrel, and Cdrel.

Proof. We split the estimator and apply stability (E1) in combination with Young’s in-
equality, and reduction (E2). For all δ > 0, we see that

η2◦ = η◦(T• ∩ T◦)2 + η◦(T◦ \ T•)2 ≤ (1 + δ)η•(T• ∩ T◦)2 + ρredη•(T• \ T◦)2 + (2 + δ−1)ϱ2•,◦

≤ (1 + δ + ρred)η
2
• + (2 + δ−1)ϱ2•,◦.

The application of discrete reliability (E4) yields that

η2◦ ≤
(
1 + δ + ρred + (2 + δ−1)εdrel

)
η2• + (2 + δ−1)C2

drelη•(R•,◦)
2

≤
(
1 + δ + ρred + (2 + δ−1)εdrel + (2 + δ−1)C2

drel

)
η2• ,

which concludes the proof.

The next lemma provides the key ingredient for the proof of optimal convergence of the
error estimator.

Lemma 2.4.5. Suppose the overlay property (T3) and quasi-monotonicity (2.4.7). Let
ℓ ∈ N0 such that ηℓ > 0 and let 0 < ρ < 1. Then, for all s > 0 with Capprox(s) < ∞ there
exists a refinement T◦ ∈ refine(Tℓ) with

η2◦ ≤ ρη2ℓ , (2.4.8a)

µ(T◦)− µ(Tℓ) < Cover C
1/(2s)
mon Capprox(s)

1/s ρ−1/(2s)η−1/s
ℓ . (2.4.8b)
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Proof. We prove the assertion in two steps.
Step 1: We show a modified (2.4.8) for some T⋆ ∈ T instead of a refinement T◦ ∈
refine(T•), i.e., we prove with ρ̃ := ρ/Cmon that

η2⋆ ≤ ρ̃η2ℓ , (2.4.9a)

µ(T⋆)− µ(T0) < Capprox(s)
1/s ρ̃−1/(2s)η−1/s

ℓ . (2.4.9b)

Let N ∈ N0 be minimal such that Capprox(s)(N + 1)−s ≤ ρ̃1/2ηℓ. Note that N > 0 by the

fact that ηℓ ≤ C1/2
monη0 ≤ C1/2

monCapprox(s) and 0 < ρ < 1. Hence, minimality of N yields
that

ρ̃1/2ηℓ < Capprox(s)N
−s.

This leads us to

N < Capprox(s)ρ̃
−1/(2s)η−1/s

ℓ . (2.4.10)

Next, we choose T⋆ ∈ T(N) with η⋆ = minT•∈T(N) η•. By definition of Capprox(s) and the
choice of N , this gives (2.4.9a). Moreover, (2.4.9b) follows at once from (2.4.10).
Step 2: We consider a common refinement T◦ of Tℓ and T⋆ as in (T3). (2.4.9a) and quasi-
monotonicity (2.4.7) show (2.4.8a). Moreover, the overlay property from (T3) and (2.4.9b)
prove that

µ(T◦)− µ(Tℓ) ≤ Cover
(
µ(T⋆)− µ(T0)

)
+ µ(Tℓ)− µ(Tℓ) = Cover

(
µ(T⋆)− µ(T0)

)

≤ Cover Capprox(s)
1/s ρ̃−1/(2s)η−1/s

ℓ ,

which is just (2.4.8b).

Proof of Theorem 2.3.1 (iii). We split the proof into two steps.
Step 1: We show the first inequality of (2.3.4). Let N ∈ N0.

First, we suppose that there exists a minimal ℓ0 with ηℓ0 = 0. Algorithm 2.2.1 implies
that Mℓ = ∅ and hence Tℓ = Tℓ0 for all ℓ ≥ ℓ0. If N ≥ µ(Tℓ0) − µ(T0), we have that
minT•∈T(N)((N + 1)sη•) = 0. If N < µ(Tℓ0)− µ(T0), the son estimate (T1) yields that

min
T•∈T(N)

(
(N + 1)sη•

)
≤ (µ(Tℓ0)− µ(T0))sη0 ≤ (Cℓ0

son − 1)sµ(T0)sη0.

Now, we suppose that ηℓ > 0 for all ℓ ∈ N0. Due to Algorithm 2.2.1 this implies that
Mℓ ̸= ∅ for all ℓ ∈ N0 and thus limℓ→∞ µ(Tℓ) = ∞. Hence, there exists a maximal integer
ℓ ∈ N0 with µ(Tℓ)− µ(T0) ≤ N , or equivalently Tℓ ∈ T(N). This yields that

min
T•∈T(N)

(
(N + 1)sη•

)
≤ (N + 1)sηℓ. (2.4.11)

Since ℓ is maximal, there holds that N + 1 ≤ µ(Tℓ+1)− µ(T0). Moreover, the son estimate
(T1) implies that N + 1 ≤ Csonµ(Tℓ) − µ(T0). There holds that Csonµ(Tℓ) − µ(T0) ≤
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2 Axioms of Adaptivity

C(µ(Tℓ)−µ(T0)+ 1), where the constant C > 0 depends only on Cson and µ(T0). Together
with (2.4.11), we see that

min
T•∈T(N)

(
(N + 1)sη•

)
≤ Cs

(
µ(Tℓ)− µ(T0) + 1

)s
ηℓ.

Step 2: We show the second inequality of (2.3.4). Without loss of generality, we assume
that Capprox(s) < ∞. If ηℓ0 = 0 for some ℓ0 ∈ N0, then, Algorithm 2.2.1 implies that ηℓ = 0
for all ℓ ≥ ℓ0. Moreover (µ(T0) − µ(T0) + 1)sη0 ≤ Capprox(s) is trivially satisfied. Thus,
it is sufficient to consider 0 < ℓ < ℓ0 resp. 0 < ℓ if no such ℓ0 exists. Now, let j < ℓ.
According to Lemma 2.4.4, we may apply Lemma 2.4.5 for the mesh Tj, where we choose
ρ = ρθ as in Proposition 2.4.3. In particular, (2.4.6) in combination with (2.4.8a) shows
that Rj,◦ satisfies the Dörfler marking θη2j ≤ ηj(Rj,◦)2. Since, Mj is an essentially minimal
set satisfying Dörfler marking, we get that

µ(Mj) ≤ Cminµ(Rj,◦).

Thus, discrete reliability (E3) and (2.4.8b) show that

µ(Mj) ≤ CminCref

(
µ(T◦)− µ(Tj)

)
≤ CminCrefCoverC

1/(2s)
mon Capprox(s)

1/sρ−1/(2s)
θ η−1/s

j .

Together with the closure estimate (T2), this proves that

µ(Tℓ)− µ(T0) + 1 ≤ 2
(
µ(Tℓ)− µ(T0)

)
≤ 2Cclos

ℓ−1∑

j=0

µ(Mj)

≤ 2CclosCminCrefCoverC
1/(2s)
mon Capprox(s)

1/sρ−1/(2s)
θ

ℓ−1∑

j=0

η−1/s
j .

Finally, linear convergence (2.3.3) and Lemma 2.4.2 show that the term
∑ℓ−1

j=0 η
−1/s
j can be

bounded from above by Cη−1/s
ℓ where C > 0 depends only on ρlin, Clin, and s. Therefore,

we end up with
(
µ(Tℓ)− µ(T0) + 1

)s
ηℓ ≤ 2sCsCs

closC
s
minC

s
refC

s
overC

1/2
monCapprox(s)ρ

−1/2
θ ,

which concludes the proof.

2.5 Proof of Corollary 2.3.4

Before we come to the proof of Corollary 2.3.4, note that Dörfler marking (2.3.6) for the
equivalent estimator η̃ implies by local equivalence (2.3.5) Dörfler marking for η, i.e., there
holds that

θ̃η2ℓ ≤ θ̃Ceqη̃
2
ℓ ≤ Ceqη̃ℓ(Mℓ)

2 ≤ C2
eqηℓ(Mℓ)

2 for all ℓ ∈ N0. (2.5.1)

Proof of Corollary 2.3.4 (i). (2.5.1) shows that C−2
eq θ̃η

2
ℓ ≤ ηℓ(Mℓ)2 for all ℓ ∈ N0. In

particular, ηℓ can be seen as the output of Algorithm 2.2.1 with θ = C−2
eq θ̃ and Cmin = ∞.

Therefore, Theorem 2.3.1 (i) implies the convergence limℓ→∞ ηℓ = 0. The local equivalence
(2.3.5) concludes the proof.
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2.5 Proof of Corollary 2.3.4

Proof of Corollary 2.3.4 (ii). (2.5.1) shows that C−2
eq θ̃η

2
ℓ ≤ ηℓ(Mℓ)2 for all ℓ ∈ N0. In

particular, ηℓ can be seen as the output of Algorithm 2.2.1 with θ = C−2
eq θ̃ and Cmin =

∞. Therefore, Theorem 2.3.1 (ii) implies linear convergence η2ℓ+j ≤ Clinρ
j
linη

2
ℓ . The local

equivalence (2.3.5) proves that

η̃2ℓ+j ≤ Ceqη
2
ℓ+j ≤ CeqClinρ

j
linη

2
ℓ ≤ C2

eqClinρ
j
linη̃

2
ℓ ,

which concludes the proof.

Proof of Corollary 2.3.4 (iii). The first inequality of (2.3.9) is satisfied due to local equiv-
alence (2.3.5) and Theorem 2.3.1 (iii), since the lower bound in (2.3.4) requires only (T1)
to hold.

To see the second inequality, we essentially copy Step 2 from the proof of Theorem 2.3.1 (iii).
Without loss of generality, we assume that Capprox(s) < ∞. If η̃ℓ0 = 0 for some ℓ0 ∈ N0,
then, Algorithm 2.3.3 implies that η̃ℓ = 0 for all ℓ ≥ ℓ0. Moreover (µ(T0)−µ(T0)+ 1)sη̃0 ≤
Capprox(s) is trivially satisfied. Thus, it is sufficient to consider 0 < ℓ < ℓ0 resp. 0 < ℓ if no
such ℓ0 exists. Now, let j < ℓ. According to Lemma 2.4.4, we may apply Lemma 2.4.5 for
the mesh Tj, where we choose ρ = ρθ with 0 < θ := C2

eqθ̃ < θopt as in Proposition 2.4.3. In
particular, (2.4.6) in combination with (2.4.8a) shows that Rj,◦ satisfies Dörfler marking

θη2j ≤ ηj(Rj,◦)2. Therefore, one sees the Dörfler marking θ̃ η̃2j ≤ η̃j(Rj,◦)2 as in (2.5.1).

Hence, minimality of Mj yields that µ(Mj) ≤ C̃min µ(Rj,◦). If one sets Cmin := C̃min, the
rest of the proof can be copied exactly from the proof of Theorem 2.3.1 (iii).
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3 Splines

3.1 Introduction

In this chapter, we introduce the so-called splines, which are piecewise polynomials on a
given mesh with certain smoothness properties across the boundaries of the mesh elements.
We will use these functions in the following chapters to approximate the solution of a PDE
(Chapter 4) resp. the solution of an integral equation (Chapter 5). In order to do so, it
is crucial to have a suitable basis at hand. Therefore, we introduce B-splines on R in
Section 3.2. Next, in Section 3.3, we define splines on the d-dimensional unit cube. To
this end, we consider first the one-dimensional case. A tensor-product approach provides
a definition for the higher-dimensional case. Moreover, we consider a corresponding well-
known quasi-interpolation projection. Since the tensor mesh structure has to be preserved
in each refinement step, the standard splines are not suited for adaptive refinement if the
dimension d is larger than one. However, to allow for adaptive refinement, several extensions
of the standard model have recently emerged, e.g., analysis-suitable T-splines [SLSH12,
BdVBSV13], hierarchical splines [Kra98, VGJS11], or LR-splines [DLP13, JKD14]. In this
thesis, we focus on hierarchical splines which are defined in Section 3.4. We define two
well-known bases of the space of hierarchical splines, namely the hierarchical B-splines and
the truncated hierarchical B-splines (THB-splines). Under additional assumptions on the
underlying mesh, and with the help of properly chosen dual basis functions, we constructed
in a recent own work [GHP17] a locally L2-stable projection onto hierarchical splines. This
operator is finally presented in Section 3.4.5.

3.2 B-splines on R

Throughout this section, let

K̂• = (t•,j)j∈Z (3.2.1)

be a sequence of knots t•,j ∈ R such that t•,j−1 ≤ t•,j for j ∈ Z and limj→±∞ t•,j = ±∞.
We introduce the multiplicity of an arbitrary real number t ∈ R as

#•t := #
{
j ∈ Z : t = t•,j

}
∈ N0. (3.2.2)

Let

N̂• :=
{
t•,j : j ∈ Z

}
=
{
ẑ•,j : j ∈ Z

}
(3.2.3)

denote the corresponding set of nodes with ẑ•,j−1 < ẑ•,j . Moreover, let

T̂• :=
{
T̂•,j : j ∈ Z

}
with T̂•,j := [ẑ•,j−1, ẑ•,j ] (3.2.4)
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3 Splines

be the inducedmesh. With the convention (·)/0 := 0, we recursively define the j-th B-spline
of degree p ∈ N0 for j ∈ Z as

B̂•,j,0 := χ[t•,j−1,t•,j),

B̂•,j,p :=
t− t•,j−1

t•,j−1+p − t•,j−1
B̂•,j,p−1 +

t•,j+p − t

t•,j+p − t•,j
B̂•,j+1,p−1 for p ∈ N,

(3.2.5)

The following lemma collects essentially all properties of B-splines that will be needed
throughout this thesis. All the results are well-known in the literature; see, e.g. [dB86]. A
more detailed presentation of B-splines can be found in [dB86, BdVBSV14, Sch07, dB01].

Lemma 3.2.1. Let p ∈ N0. Then, there hold the following points:

(i) For arbitrary finite intervals I = [a, b), the set
{
B̂•,j,p|I : j ∈ Z ∧ B̂•,j,p|I ̸= 0

}

is a basis for the space of all right-continuous T̂•-piecewise polynomials of degree p
on I which are, at each node ẑ ∈ N̂•, p − #•ẑ times continuously differentiable if
p−#•ẑ ≥ 0.

(ii) For j ∈ Z, the B-spline B̂•,j,p vanishes outside the interval [t•,j−1, t•,j+p). It is positive
on the open interval (t•,j−1, t•,j+p).

(iii) For j ∈ Z, the B-spline B̂•,j,p is completely determined by the p+2 knots t•,j−1, . . . , t•,j+p.
Therefore, we sometimes use the notation

B̂
(
· |t•,j−1, . . . , t•,j+p

)
:= B̂•,j,p. (3.2.6)

(iv) The B-splines of degree p form a (locally finite) partition of unity, i.e.,

∑

j∈Z

B̂•,j,p = 1. (3.2.7)

(v) For j ∈ Z, s ∈ R, and c > 0, we have with the transformed knots K̂⋆ = (t⋆,j)j∈Z :=
(s+ c t•,j)j∈Z

B̂⋆,j,p = B̂•,j,p
(
(·)/c − s

)
. (3.2.8)

(vi) For j ∈ Z with t•,j−1 < t•,j = · · · = t•,j+p < t•,j+p+1, it holds that

B̂•,j,p(t•,j−) = 1 and B̂•,j+1,p(t•,j) = 1. (3.2.9)

(vii) For p ≥ 1 and j ∈ Z, the right derivative satisfies that

B̂′r
•,j,p =

p

t•,j+p−1 − t•,j−1
B̂•,j,p−1 −

p

t•,j+p − t•,j
B̂•,j+1,p−1, (3.2.10)

where we suppose the convention p/0 := 0.
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3.3 Standard splines

(viii) Let t′ ∈ (tℓ−1, tℓ] for some ℓ ∈ Z and let K̂◦ be the refinement of K̂•, obtained by
adding t′. Then, for all coefficients (a•,j)j∈Z, there exist coefficients (a◦,j)j∈Z such
that ∑

j∈Z

a•,jB̂•,j,p =
∑

j∈Z

a◦,jB̂◦,j,p. (3.2.11)

With the multiplicity #◦t′ of t′ in the knots K̂◦, the new coefficients can be chosen as
convex combinations of the old coefficients

a◦,j =

⎧
⎪⎨

⎪⎩

a•,j if j ≤ ℓ− p+#◦t′ − 1,
t•,j−1+p−t′

t•,j−1+p−t•,j−1
a•,j−1 +

t′−t•,j−1

t•,j−1+p−t•,j−1
a•,j if ℓ− p+#◦t′ ≤ j ≤ ℓ,

a•,j−1 if ℓ+ 1 ≤ j.

(3.2.12)

If one assumes #•tj ≤ p+1 for all j ∈ Z, these coefficients are unique. Note that the
three cases are equivalent to t•,j−1+p ≤ t′, t•,j−1 < t′ < t•,j−1+p, resp. t′ ≤ t•,j−1.

Proof. The proof of (i) is found, e.g., in [dB86, Theorem 6], and (ii)–(iii) are proved in
[dB86, Section 2]. (iv) is proved in [dB86, Section 4]. (v) follows elementarily from the
definition (3.2.5). The same holds for (vi); see, e.g., [Sch16, Lemma 2.1]. Finally, (vii)–(viii)
are found in [dB86, Sections 10–11].

3.3 Standard splines

In this section, we introduce splines, first, in one dimension, and then also for higher dimen-
sions via a tensor-product approach. Moreover, we consider a standard quasi-interpolation
projection onto these functions. For more details on splines, see, e.g., [dB86, BdVBSV14,
Sch07, dB01].

3.3.1 One-dimensional case

Let p ∈ N0 be a fixed polynomial degree. Let

K̂• = (t•,j)
N•+p
j=0 (3.3.1)

be a vector with 0 ≤ t•,j−1 ≤ t•,j ≤ 1 for j ∈ {1, . . . , N•+p}, where t•,0 = 0 and t•,N•+p = 1.
Again, we introduce for arbitrary t ∈ [0, 1] its multiplicity as

#•t := #
{
j ∈ {1, . . . , N• + p} : t = t•,j

}
∈ N0. (3.3.2)

We suppose that #•t•,j ≤ p+ 1 for all j ∈ {1, . . . , N• + p}, where

#t•,0 = p+ 1 and #t•,N•+p = p+ 1. (3.3.3)

We call such a vector p-open knot vector on [0, 1]. Let

N̂• :=
{
t•,j : j ∈ {0, . . . , N• + p}

}
=
{
ẑ•,j : j ∈ {0, . . . , n•}

}
(3.3.4)
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3 Splines

denote the corresponding set of nodes with ẑ•,j−1 < ẑ•,j for j ∈ {0, . . . , n•}. Moreover, let

T̂• :=
{
T̂•,j : j ∈ {1, . . . , n•}

}
with T̂•,j := [ẑ•,j−1, ẑ•,j ] (3.3.5)

be the induced mesh on [0, 1]. For ω̂ ⊆ [0, 1], we introduce the patches of order q ∈ N0

inductively by

π0•(ω̂) := ω̂, πq•(ω̂) :=
⋃{

T̂ ∈ T̂• : T̂ ∩ πq−1
• (ω̂) ̸= ∅

}
. (3.3.6)

The corresponding set of elements is defined as

Πq
•(ω̂) :=

{
T̂ ∈ T̂• : T̂ ⊆ πq•(ω̂)

}
, i.e., πq•(ω̂) =

⋃
Πq

•(ω̂). (3.3.7)

To abbreviate notation, we set π•(ω̂) := π1•(ω̂) and Π•(ω̂) := Π1
•(ω̂).

For a p-open knot vector K̂•, we define the corresponding splines Ŝp(K̂•) of degree p as
the set of all (right-continuous) T̂•-piecewise polynomials of degree p on [0, 1) which are, at
each node ẑ ∈ N̂•, p−#•ẑ times continuously differentiable if p−#•ẑ ≥ 0. In particular,
if all nodes have the maximal multiplicity p + 1, the corresponding spline space coincides
with the space of all right-continuous T̂•-piecewise polynomials of degree p.

In order to obtain a basis for Ŝp(K̂•), we first extend the knot vector K̂• arbitrarily to a
knot sequence (tj)j∈Z as in Section 3.2. For simplicity, we use the notation K̂• for both, the
knot vector as well as the extended knot sequence. With this, we may apply Lemma 3.2.1
(i)–(ii) to see that

Ŝp(K̂•) = span(B̂•) with B̂• :=
{
B̂•,j,p|[0,1) : j ∈ {1, . . . , N•}

}
, (3.3.8)

where the set of B-splines B̂• even forms a basis; see Figure 3.1 for an illustration of
some B-splines. Due to Lemma 3.2.1 (iii), the support of B̂•,j,p is an interval in [0, 1]

and the union of at most p + 1 elements in T̂•. It is well-known that the functions in
B̂• are even locally linearly independent, i.e, for any open set O ⊆ [0, 1]d, the restricted
B-splines

{
B̂•,j,p|O : j ∈ {1, . . . , N•} ∧ supp(B̂•,j,p) ∩ O ̸= ∅

}
are linearly independent.

This follows easily from Lemma 3.2.1 (i): Suppose the assertion is false, then there exists
a non-trivial linear combination of 0. Let B̂•,j,p have a corresponding non-zero coefficient,

and let [a, b) ⊂ supp(B̂•,j,p) ∩O. If we restrict the non-trivial linear combination to [a, b),
we get a contradiction to Lemma 3.2.1 (i).

If K̂◦ is a finer p-open knot vector, which means that K̂• is a subsequence of K̂◦, the
corresponding spline spaces are nested

Ŝp(K̂•) ⊆ Ŝp(K̂◦). (3.3.9)

3.3.2 Higher-dimensional case

For d ≥ 1, let (p1, . . . , pd) be a vector of fixed polynomial degrees in N0. Let

K̂• = (K̂1(•), . . . , K̂d(•)) (3.3.10)
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Figure 3.1: The B-splines B̂• for the polynomial degree p = 2 and the p-open knot vector
K̂• = (0, 0, 0, 0.25, 0.25, 0.5, 0.75, 0.75, 0.75, 1, 1, 1) are depicted.

be a d-dimensional vector, where the i-th entry K̂i(•) is a pi-open knot vector as in the
previous Section 3.3.1 for all i ∈ {1, . . . , d}. In particular, this induces the tensor mesh

T̂• :=
{
T̂1 × · · ·× T̂d : T̂i ∈ T̂i(•) for i ∈ {1, . . . , d}

}
(3.3.11)

We define the corresponding tensor-product splines as

Ŝ(p1,...,pd)(K̂•) := Ŝ1(•) ⊗ · · ·⊗ Ŝd(•)

:=
{
Ŝ1 ⊗ · · ·⊗ Ŝd : Ŝi ∈ Ŝpi(K̂i(•)) for i ∈ {1, . . . , d}

}
,

(3.3.12)

where we define the tensor-product of one-dimensional splines as

(Ŝ1 ⊗ · · ·⊗ Ŝd)(t) :=
d∏

i=1

Ŝi(ti) for all t = (t1, . . . , td) ∈ [0, 1)d. (3.3.13)

According to Section 3.3.1, the functions in Ŝ(p1,...,pd)(K̂•) are T̂•-piecewise tensor-product
polynomials with certain smoothness properties across the boundaries of the mesh elements.
In particular, if the one-dimensional knots K̂i(•) have the maximal multiplicity pi + 1 for
all i ∈ {1, . . . , d}, then the corresponding tensor-product spline space just coincides with
the space of all T̂•-piecewise tensor-product polynomials of degree (p1, . . . , pd), which are
right-continuous in each component.
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With (3.3.8), we see that

Ŝ(p1,...,pd)(K̂•) = span(B̂•) with B̂• :=
{
β̂1 ⊗ · · ·⊗ β̂d :

β̂i ∈ B̂i(•) for i ∈ {1, . . . , d}
}
,

(3.3.14)

where the set of tensor-product B-splines B̂• even forms a basis. Due to Lemma 3.2.1
(iii), their support is a d-dimensional rectangle which is the union of at most

∏d
i=1(pi + 1)

elements in T̂•. It is well-known that these functions are even locally linearly independent,
i.e, for any open set O ⊆ [0, 1]d, the restricted B-splines

{
β̂|O : β̂ ∈ B̂• with supp(β̂)∩O ̸=

∅
}
are linearly independent. This follows as for the one-dimensional case.

If K̂◦ is a finer vector of pi-open knot vectors, which means that K̂i(•) is a subsequence

of K̂i(◦) for all i ∈ {1, . . . , d}, the corresponding tensor-product spline spaces are nested

Ŝ(p1,...,pd)(K̂•) ⊆ Ŝ(p1,...,pd)(K̂◦). (3.3.15)

3.3.3 Quasi-interpolation projection

In this section, we introduce a well-known quasi-interpolation projection onto the space of
splines as in [BdVBSV14, Sections 2.1.5 and 2.2.2]. We only consider the one-dimensional
case d = 1, since we will not need such an operator for standard tensor-product splines.
However, a similar operator can also be defined for d > 1. Moreover, we will introduce a
different quasi-interpolation operator for hierarchical splines in Section 3.4.5. Let p ∈ N0

and K̂• be a p-open knot vector on [0, 1]. In [Sch07, Section 4.6], it is shown that for all
j ∈ {1, . . . , N•} there exists a dual basis function B̂∗

•,j,p ∈ L2(0, 1) with supp(B̂∗
•,j,p) ⊆

supp(B̂•,j,p) such that

∫ 1

0
B̂∗

•,j,p(t)B̂•,j′,p(t) dt = δjj′ =

{
1 if j = j′,

0 else,
(3.3.16)

and

∥B̂∗
•,j,p∥L2(0,1) ≤ (2p + 3)9p|supp(B̂•,j,p)|−1/2. (3.3.17)

Note that there holds supp(B̂•,j,p) = [t•,j−1, t•,j+p] ⊆ [0, 1] according to Lemma 3.2.1 (ii).
For higher dimensions, such dual basis functions can be defined as tensor-product. We
define the operator

Î• : L
2(0, 1) → Ŝp(K̂•), v̂ 6→

N•∑

j=1

∫ 1

0
B̂∗

•,j,p(t) v̂(t) dt B̂•,j,p|[0,1). (3.3.18)

With the properties of the dual basis functions, one easily proves that Î• is a local L2-
stable projection. Formally, this is stated in the following proposition which is taken from
[BdVBSV14, Proposition 2.2]. The proof is included for completeness.

Proposition 3.3.1. The operator Î• from (3.3.18) satisfies the following two properties:
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(i) For T̂ ∈ T̂• and v̂ ∈ L2(0, 1), the inclusion v̂|πp
•(T̂ ) ∈ Ŝp(K̂•)|πp

•(T̂ ) :=
{
Ŝ|πp

•(T̂ ) : Ŝ ∈
Ŝp(K̂•)

}
implies that v̂|T̂ = (Î•v̂)|T̂ .

(ii) Let Ĉlocuni > 0 be an upper bound for the quotient of lengths of neighboring elements,
i.e.,

max
{ |T̂ |
|T̂ ′|

: T̂ , T̂ ′ ∈ T̂• with T̂ ∩ T̂ ′ ̸= ∅
}
≤ Ĉlocuni. (3.3.19)

There exists a constant C > 0 such that for all v̂ ∈ L2(0, 1) and all T̂ ∈ T̂•, there
holds that

∥Î•v̂∥L2(T̂ ) ≤ C∥v̂∥L2(πp
•(T̂ )), (3.3.20)

where C depends only on p and Ĉlocuni.

Proof. We prove the assertion in two steps.
Step 1: Lemma 3.2.1 (ii) shows that all B-splines B̂•,j,p which are non-zero on T̂ , have

support in πp•(T̂ ). Let Ŝ ∈ Ŝp(K̂•) with v̂|πp
•((T̂ )) = Ŝ|πp

•((T̂ )). Due to (3.3.8), there exist

coefficients (aj)
N•
j=1 with Ŝ =

∑N•
j=1 ajB̂•,j,p|[0,1). Altogether, we see with duality (3.3.16)

that

(Î•v̂)|T̂ =
N•∑

j=1

supp(B̂•,j,p)⊆π
p
•(T̂ )

∫

supp(B̂•,j,p)
B̂∗

•,j,p(t) v̂(t) dt B̂•,j,p|T̂

=
N•∑

j=1

supp(B̂•,j,p)⊆π
p
•(T̂ )

aj B̂•,j,p|T̂ = Ŝ|T̂ .

Step 2: To see (ii), we apply two times the Cauchy–Schwarz inequality

∥Î•v̂∥L2(T̂ ) =
∥∥∥

N•∑

j=1

supp(B̂•,j,p)⊆π
p
• (T̂ )

( ∫

supp(B̂•,j,p)
B̂∗

•,j,p(t)v̂(t) dt
)
B̂•,j,p

∥∥∥
L2(T̂ )

≤
N•∑

j=1

supp(B̂•,j,p)⊆π
p
•(T̂ )

∥B̂∗
•,j,p∥L2(supp(B̂•,j,p))

∥v̂∥L2(supp(B̂•,j,p))
∥B̂•,j,p∥L2(T̂ )

Next, we use the fact that 0 ≤ B̂•,j,p ≤ 1 which follows from Lemma 3.2.1 (ii) and (iv).
With (3.3.17), this gives that

∥Î•v̂∥L2(T̂ ) !
N•∑

j=1

supp(B̂•,j,p)⊆π
p
•(T̂ )

|supp(B̂•,j,p)|−1/2∥v̂∥L2(supp(B̂•,j,p))
|T̂ |1/2.
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Finally, we apply (3.3.19) and Lemma 3.2.1 (ii) to see that

∥Î•v̂∥L2(T̂ ) !
N•∑

j=1

supp(B̂•,j,p)⊆π
p
•(T̂ )

∥v̂∥L2(πp
•(T̂ )) ! ∥v̂∥L2(πp

•(T̂ )).

This concludes the proof.

3.4 Hierarchical splines

We use the notation from Section 3.3 to define hierarchical meshes and splines. For a more
detailed introduction, we refer to, e.g., [VGJS11, GJS12, BG16b, SM16].

3.4.1 Nested tensor-product splines

For d ≥ 1, let (p1, . . . , pd) be a vector of fixed polynomial degrees in N, and set

pmax := max
i=1,...,d

pi. (3.4.1)

Let

K̂0 = (K̂1(0), . . . , K̂d(0)) (3.4.2)

be a fixed initial d-dimensional vector of pi-open knot vectors as in Section 3.3.2, where we
additionally suppose that all interior knots ti(0),j ∈ (0, 1) satisfy that

#i(0)ti(0),j ≤ pi for all i ∈ {1, . . . , d}, j ∈ {2 + pi, . . . , Ni(0) − 1}. (3.4.3)

Note that this ensures at least continuity of the corresponding spline functions. We set
K̂uni(0) := K̂0 and recursively define K̂uni(k+1) for k ∈ N0 as the uniform h-refinement of

K̂uni(k), i.e., it is obtained by inserting the knot (ẑi(uni(k)),j−1+ ẑi(uni(k)),j)/2 with multiplic-

ity one of each one-dimensional element [ẑi(uni(k)),j−1, ẑi(uni(k)),j ] ∈ T̂i(uni(k)) to the knots

K̂i(uni(k)), where i ∈ {1, . . . , d} and j ∈ {1, . . . , ni(uni(k))}. This yields a nested sequence of
tensor-product spline spaces

Ŝ(p1,...,pd)(K̂uni(k)) ⊂ Ŝ(p1,...,pd)(K̂uni(k+1)) ⊂ C0([0, 1)d), (3.4.4)

where the last relation follows from the assumption for the multiplicity of the interior knots.
In particular, each B̂uni(k) can be written as linear combination of functions in B̂uni(k′) if
k′ > k. Due to Lemma 3.2.1 (viii), the corresponding coefficients are non-negative. In
[SM16], this property is referred to as two-scale relation with only non-negative coefficients
between bases of consecutive levels. Finally, we remark that B̂uni(k) ∩ B̂uni(k′) = ∅ for all
k ̸= k′. This follows easily from Lemma 3.2.1 (viii) and the fact that both sets are bases;
see [BdVBSV14, page 167].
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Remark 3.4.1. We define the nested sequence of tensor-product spline spaces in the most
simple way. Another natural approach is to use uniform h-refinement with knots of some
fixed multiplicities 1 ≤ qi ≤ pi for i ∈ {1, . . . , d}: With q := (q1, . . . , qd), we set K̂uni(0,q) :=

K̂0, and define K̂uni(k+1,q) recursively for k ∈ N0 as the d-dimensional knot vector, that
results from inserting the knot (ẑi(uni(k,q)),j−1+ẑi(uni(k,q)),j)/2 with multiplicity qi to the knots

K̂i(uni(k)), where i ∈ {1, . . . , d} and j ∈ {1, . . . , ni(uni(k,q))}. If qi = 1 for all i ∈ {1, . . . , d},
we have that K̂uni(k) = K̂uni(k,q). This choice leads to the highest possible regularity of
the splines at newly inserted mesh lines, whereas the maximal choice qi = pi only leads
to continuity at new mesh lines. In particular, if all interior knots of the initial knots
K̂i(0) already have multiplicity pi, the latter choice leads to the space of all continuous

T̂uni(k,q)-piecewise tensor-product polynomials of degree (p1, . . . , pd). Note that all following
definitions of this chapter can be made similarly if uni(k) is replaced by uni(k, q). Also the
corresponding results remain valid.

3.4.2 Hierarchical meshes and splines

We say that a set

T̂• ⊆
⋃

k∈N0

T̂uni(k) (3.4.5)

is a hierarchical mesh if it is a partition of [0, 1]d in the sense that
⋃
T̂• = [0, 1]d, where the

intersection of two different elements T̂ ̸= T̂ ′ with T̂ , T̂ ′ ∈ T̂• has (d-dimensional) measure
zero. Since T̂uni(k) ∩ T̂uni(k′) = ∅ for k, k′ ∈ N0 with k ̸= k′, we can define for an element

T̂ ∈ T̂•

level(T̂ ) := k ∈ N0 with T̂ ∈ T̂uni(k). (3.4.6)

For an illustrative example of a hierarchical mesh, see Figure 3.2. In particular, any uni-
formly refined tensor mesh T̂uni(k) with k ∈ N0 is a hierarchical mesh. For ω̂ ⊆ [0, 1]d, we
introduce the patches of order q ∈ N0 inductively by

π0•(ω̂) := ω̂, πq•(ω̂) :=
⋃{

T̂ ∈ T̂• : T̂ ∩ πq−1
• (ω̂) ̸= ∅

}
. (3.4.7)

The corresponding set of elements is defined as

Πq
•(ω̂) :=

{
T̂ ∈ T̂• : T̂ ⊆ πq•(ω̂)

}
, i.e., πq•(ω̂) =

⋃
Πq

•(ω̂). (3.4.8)

To abbreviate notation, we set π•(ω̂) := π1•(ω̂) and Π•(ω̂) := Π1
•(ω̂).

For a hierarchical mesh T̂•, we define a corresponding nested sequence (Ω̂k
•)k∈N0 of closed

subsets of [0, 1]d as

Ω̂k
• :=

⋃

k′≥k

(
T̂• ∩ T̂uni(k′)

)
. (3.4.9)
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Figure 3.2: A two-dimensional hierarchical mesh T̂• is depicted, where Ω̂4
• = ∅. The corre-

sponding domains Ω̂0
• ⊇ Ω̂1

• ⊇ Ω̂2
• ⊇ Ω̂3

• are highlighted in black, red, blue and
green.

With K• ∈ N, we denote the minimal integer such that Ω̂K•
• = ∅. There holds that

T̂• =
⋃

k∈N0

{
T̂ ∈ T̂uni(k) : T̂ ⊆ Ω̂k

• ∧ T̂ ̸⊆ Ω̂k+1
•

}
. (3.4.10)

Indeed, in the literature, one usually assumes that one is given the sequence (Ω̂k
•)k∈N0 and

defines the corresponding hierarchical mesh via (3.4.10). Note that, for T̂ ∈ T̂•, level(T̂ ) is
also the unique integer k ∈ N0 with T̂ ⊆ Ω̂k

• and T̂ ̸⊆ Ω̂k+1
• .

With the notation Ŝ(p1,...,pd)(K̂uni(k))|ω̂ :=
{
Ŝ|ω̂ : Ŝ ∈ Ŝ(p1,...,pd)(K̂uni(k))

}
for any set

ω̂ ⊆ [0, 1)d, we define the space of hierarchical splines as in [SM16, Section 3] by

Ŝ(p1,...,pd)(K̂0, T̂•) :=
{
Ŝ : [0, 1)d → R :

Ŝ|[0,1)d\Ω̂k+1
•

∈ Ŝ(p1,...,pd)(K̂uni(k))|[0,1)d\Ω̂k+1
•

for all k ∈ N0
}
.

(3.4.11)

In particular, each hierarchical spline is a T̂•-piecewise tensor product polynomial of degree
(p1, . . . , pd). Put into words, hierarchical splines are coarse splines on coarse mesh elements,
and they are fine splines on fine mesh elements.

Throughout the whole thesis, we will rarely make direct use of this definition, but rather
consider the space of hierarchical splines as the span of the set of all hierarchical B-splines
B̂• := B̂K•−1

• :
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(i) Define B̂0
• := B̂uni(0).

(ii) For k = 0, . . . ,K• − 2, define B̂k+1
• := old(B̂k+1

• ) ∪ new(B̂k+1
• ), where

old(B̂k+1
• ) :=

{
β̂ ∈ B̂k

• : supp(β̂) ̸⊆ Ω̂k+1
•

}
,

new(B̂k+1
• ) :=

{
β̂ ∈ B̂uni(k+1) : supp(β̂) ⊆ Ω̂k+1

•

}
.

(3.4.12)

It is easy to check, that if T̂• is a tensor mesh, and hence coincides with some T̂uni(k),
then the hierarchical basis and the standard tensor product B-spline basis are the same.
Thus, the notation is consistent with the notation from (3.3.14). One can prove that the
hierarchical basis B̂• is linearly independent (see [VGJS11, Lemma 2]) and spans the space
Ŝ(p1,...,pd)(K̂0, T̂•) (see [SM16, Theorem 2]). By definition, it holds that

B̂• =
⋃

k∈N0

{
β̂ ∈ B̂uni(k) : supp(β̂) ⊆ Ω̂k

• ∧ supp(β̂) ̸⊆ Ω̂k+1
•

}
. (3.4.13)

Since B̂uni(k) ∩ B̂uni(k′) = ∅ for k ̸= k′ ∈ N0, we can define for a basis function β̂ ∈ B̂•

level(β̂) := k ∈ N0 with β̂ ∈ B̂uni(k). (3.4.14)

Note that level(β̂) is also the unique integer k ∈ N0 with supp(β̂) ⊆ Ω̂k
• and supp(β̂) ̸⊆ Ω̂k+1

• .
The hierarchical basis B̂• and the mesh T̂• are compatible in the following sense: For all

β̂ ∈ B̂•, the corresponding support can be written as union of elements in T̂uni(level(β̂)), i.e.,

supp(β̂) =
⋃{

T̂ ∈ T̂uni(level(β̂)) : T̂ ⊆ supp(β̂)
}
. (3.4.15)

Each such element T̂ ∈ T̂uni(level(β̂)) with T̂ ⊆ supp(β̂) ⊆ Ω̂level(β̂)
• satisfies that T̂ ∈ T̂• or

T̂ ⊆ Ω̂level(β̂)+1
• . In either case, we see that T̂ can be written as union of elements in T̂•

with level greater or equal than level(β̂). Altogether, we have that

supp(β̂) =
⋃

k≥level(β̂)

{
T̂ ∈ T̂• ∩ T̂uni(k) : T̂ ⊆ supp(β̂)

}
. (3.4.16)

Moreover, supp(β̂) must contain at least one element of level level(β̂) Otherwise one would

get the contradiction supp(β̂) ⊆ Ω̂level(β̂)+1
• . In particular, this shows that

level(β̂) = min
T̂∈T̂•

T̂⊆supp(β̂)

level(T̂ ) for all β̂ ∈ B̂•. (3.4.17)

Finally, we say that a hierarchical mesh T̂◦ is finer than T̂• if T̂◦ is obtained from T̂• via
iterative dyadic bisection. Formally, this can be stated as Ω̂k

• ⊆ Ω̂k
◦ for all k ∈ N0. In this

case, the corresponding hierarchical spline spaces are nested, i.e.,

Ŝ(p1,...,pd)(K̂0, T̂•) ⊆ Ŝ(p1,...,pd)(K̂0, T̂◦). (3.4.18)

This follows immediately from (3.4.11). In particular, this implies that

Ŝ(p1,...,pd)(K̂0, T̂uni(0)) ⊆ Ŝ(p1,...,pd)(K̂0, T̂•) ⊆ Ŝ(p1,...,pd)(K̂0, T̂uni(K•−1)) (3.4.19)

In the following chapters, we will need the following auxiliary lemma.
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Lemma 3.4.2. Let T̂• and T̂◦ be hierarchical meshes such that T̂◦ is finer than T̂•, i.e.,
Ω̂k
• ⊆ Ω̂k

◦ for all k ∈ N0. Then, for all β̂◦ ∈ B̂◦ there exists β̂• ∈ B̂• with supp(β̂◦) ⊆
supp(β̂•).

Proof. Clearly, we may assume that β̂◦ ∈ B̂◦ \ B̂•. Let k := level(β̂◦) and define β̂k := β̂◦.
Since β̂k ∈ B̂◦, (3.4.13) implies that supp(β̂k)\Ω̂k+1

◦ ̸= ∅ and supp(β̂k) ⊆ Ω̂k
◦. Since β̂k ̸∈ B̂•,

(3.4.13) implies that supp(β̂k) \ Ω̂k+1
• = ∅ or supp(β̂k) ̸⊆ Ω̂k

•. However, Ω̂k+1
• ⊆ Ω̂k+1

◦ and
supp(β̂k) \ Ω̂k+1

◦ ̸= ∅ imply that supp(β̂k) \ Ω̂k+1
• ̸= ∅. Hence, we have supp(β̂k) ̸⊆ Ω̂k

• ,
which especially implies that k > 0. This is equivalent to supp(β̂k) \ Ω̂k

• ̸= ∅. Clearly, there
exists β̂k−1 ∈ B̂uni(k−1) with supp(β̂k) ⊆ supp(β̂k−1). If β̂k−1 ∈ B̂•, we are done. Otherwise,

(3.4.13) implies that supp(β̂k−1) \ Ω̂k
• = ∅ or supp(β̂k−1) ̸⊆ Ω̂k−1

• . Again, the first case is
not possible because

supp(β̂k−1) \ Ω̂k
• ⊇ supp(β̂k) \ Ω̂k

• ̸= ∅.

Hence, we have that supp(β̂k−1) ̸⊆ Ω̂k−1
• which especially implies that k − 1 > 0. This is

equivalent to supp(β̂k−1) \ Ω̂k−1
• ̸= ∅. Inductively, we obtain a sequence β̂k, . . . , β̂J with

β̂j ∈ B̂uni(j) and supp(β̂J ) ⊇ · · · ⊇ supp(β̂k), where β̂J ∈ B̂• for some J ≥ 0.

3.4.3 Truncated hierarchical B-splines

For a hierarchical mesh T̂•, we present a second basis for the corresponding hierarchical
splines Ŝ(p1,...,pd)(K̂0, T̂•), namely the truncated hierarchical B-splines (THB-splines) intro-
duced in [GJS12]. In general, they have a smaller but also more complicated support than
the hierarchical B-splines.

For k ∈ N0, we define the truncation trunck+1
• : Ŝ(p1,...,pd)(K̂uni(k)) → Ŝ(p1,...,pd)(K̂uni(k+1))

as follows:

trunck+1
• (Ŝ) :=

∑

β̂∈B̂uni(k+1)

supp(β̂)̸⊆Ω̂k+1
•

aβ̂β̂ for Ŝ =
∑

β̂∈B̂uni(k+1)

aβ̂β̂ ∈ Ŝ(p1,...,pd)(K̂uni(k)), (3.4.20)

i.e., truncation is defined via the (unique) basis representation of Ŝ ∈ Ŝ(p1,...,pd)(K̂uni(k))

with respect to the consecutive basis B̂uni(k+1). Recall that K• ∈ N is the minimal integer

such that Ω̂K•
• = ∅. For all β̂ ∈ B̂•, the corresponding truncated hierarchical B-spline

(THB-spline) reads

Trunc•(β̂) := truncK•−1
•

(
truncK•−2

•

(
. . .
(
trunclevel(β̂)+1

• (β̂)
)
. . .
))

, (3.4.21)

As the set B̂•, the set of THB-splines
{
Trunc•(β̂) : β̂ ∈ B̂•

}
forms a basis of the space of

hierarchical splines Ŝ(p1,...,pd)(K̂0, T̂•); see, e.g., [GJS12, Theorem 6 and 9]. In Section 3.4.1,
we mentioned the two-scale relation with only non-negative coefficients between bases of
consecutive levels, i.e., the fact that each basis function in B̂uni(k) is the linear combination

of basis functions B̂uni(k+1), where the corresponding coefficients are non-negative. For

β̂ ∈ B̂•, this proves that

0 ≤ Trunc•(β̂) ≤ β̂, (3.4.22)

34



3.4 Hierarchical splines

and in particular supp(Trunc•(β̂)) ⊆ supp(β̂). Moreover, [GJS12, Theorem 10] states that,
in contrast to hierarchical B-splines, THB-splines form a partition of unity, i.e.,

∑

β̂∈B̂•

Trunc•(β̂) = 1. (3.4.23)

3.4.4 Admissible hierarchical meshes

The results of this section stem from the recent own work [GHP17]. Let T̂• be an arbitrary
hierarchical mesh. We define the set of all neighbors of an element T̂ ∈ T̂• as

N•(T̂ ) :=
{
T̂ ′ ∈ T̂• : ∃β̂ ∈ B̂• T̂ , T̂ ′ ⊆ supp(β̂)

}
, (3.4.24)

According to (3.4.16), the condition T̂ , T̂ ′ ⊆ supp(β̂) is equivalent to |T̂ ∩ supp(β̂)| ̸= 0 ̸=
|T̂ ′ ∩ supp(β̂)|. As in [GHP17], we call T̂• admissible if

|level(T̂ )− level(T̂ ′)| ≤ 1 for all T̂ , T̂ ′ ∈ T̂• with T̂ ′ ∈ N•(T̂ ). (3.4.25)

Let T̂ be the set of all admissible hierarchical meshes. Clearly, all tensor meshes T̂uni(k), k ∈
N0, belong to T̂. Moreover, admissible meshes satisfy the following interesting properties
which are also important for an efficient implementation of finite or boundary element
methods with hierarchical splines.

Proposition 3.4.3. Let T̂• ∈ T̂. The support of any hierarchical B-spline β̂ ∈ B̂• is the
union of at most 2d(pmax + 1)d elements T̂ ′ ∈ T̂•. Moreover, for any T̂ ∈ T̂•, there are at
most 2(pmax + 1)d basis functions β̂′ ∈ B̂• that have support on T̂ , i.e., |supp(β̂′) ∩ T̂ | > 0.

Proof. We abbreviate k := level(β̂). By (3.4.17), there exists T̂ ′′ ⊆ supp(β̂) with level(T̂ ′′) =
k. Admissibility of T̂• together with (3.4.16) shows that level(T̂ ′) ∈ {k, k+1} for all T̂ ′ ∈ T̂•
with T̂ ′ ⊆ supp(β̂). Since β̂ is an element of B̂uni(k), its support is the union of at most

2d(pmax + 1)d elements in T̂uni(k+1). This proves the first assertion. For β̂′ ∈ B̂• and

T̂ ∈ T̂• with |supp(β̂′) ∩ T̂ | > 0, the characterization (3.4.16) proves that T̂ ⊆ supp(β̂′).
Hence, (3.4.17) together with admissibility of T̂ proves that level(β̂′) = k̃ := level(T̂ ) or
level(β̂′) = k̃ − 1. With B̂uni(−1) := B̂uni(0), there are at most (pmax + 1)d basis functions

in B̂uni(k̃−1) and (pmax + 1)d basis functions in B̂uni(k̃) that have support on the element T̂ .

This concludes the proof.

Remark 3.4.4. Since the support of any β̂ ∈ B̂• is connected, Proposition 3.4.3 particularly

shows that T̂ ′ ⊆ supp(β̂) for an element T̂ ′ ∈ T̂• implies that supp(β̂) ⊆ π2(pmax+1)
• (T̂ ′). By

(3.4.16), T̂ ′ ⊆ supp(β̂) is equivalent to |T̂ ′ ∩ supp(β̂)| > 0.

The following lemma provides a relation between the set of neighbors and the patch of
an element T ∈ T•.

Lemma 3.4.5. Let T̂• be an arbitrary hierarchical mesh. Then, there holds that

Π•(T̂ ) ⊆ N•(T̂ ) for all T̂ ∈ T̂•. (3.4.26)
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Proof. Let T̂ ′ ∈ Π•(T̂ ), i.e., T̂ ′ ∈ T̂• with T̂ ∩ T̂ ′ ̸= ∅. We abbreviate k := level(T̂ ). Since
all multiplicities of interior knots of K̂i(•) are smaller than pi + 1 for all i ∈ {1, . . . , d},
Lemma 3.2.1 (ii) implies the existence of some β̂k ∈ B̂uni(k) such that |T̂ ∩ supp(β̂k)| ≠ 0 ̸=
|T̂ ′ ∩ supp(β̂k)|. If β̂k ∈ B̂•, then T̂ ′ ∈ N̂•(T̂ ). If β̂k ̸∈ B̂•, the characterization (3.4.13)
shows that supp(β̂k) ̸⊆ Ω̂k

• or supp(β̂k) ⊆ Ω̂k+1
• . By choice of k, it holds that T̂ ⊆ supp(β̂k).

In view of (3.4.10), T̂ ∈ T̂• implies that T̂ ̸⊆ Ω̂k+1
• . Hence, supp(β̂k) ̸⊆ Ω̂k

• and, in
particular, k > 0. Next, there exists β̂k−1 ∈ B̂uni(k−1) such that supp(β̂k) ⊆ supp(β̂k−1). If

β̂k−1 ∈ B̂•, then T̂ ′ ∈ N̂•(T̂ ). If β̂k−1 ̸∈ B̂•, there holds again that either supp(β̂k−1) ̸⊆ Ω̂k−1
•

or supp(β̂k−1) ⊆ Ω̂k
• . Due to supp(β̂k) ̸⊆ Ω̂k

•, the second case is not possible. Hence,
supp(β̂k−1) ̸⊆ Ω̂k−1

• and, in particular, k − 1 > 0. We proceed in the same way to get a
sequence β̂k, . . . , β̂J with β̂j ∈ B̂uni(j) and supp(β̂J) ⊇ · · · ⊇ supp(β̂k), where β̂J ∈ B̂• for
some J ≥ 0.

Remark 3.4.6. In the proof of Lemma 3.4.5, we used that all interior knot multiplicities
are smaller or equal than the corresponding polynomial degree pi. Actually, this is the
only place, where we need this assumption. However, this lemma is of course essential
as it implies for example local quasi-uniformity for admissible meshes. If one drops the
additional assumption on the knot multiplicities and allows multiplicities up to pi + 1 as
well as lowest-order polynomial degrees pi = 0, one could define the neighbors of an element
T̂ ∈ T̂• differently as

N•(T̂ ) :=
{
T̂ ′ ∈ T̂• :

(
∃β̂ ∈ B̂• T̂ , T̂ ′ ⊆ supp(β̂)

)
∨
(
T̂ ∩ T̂ ′ ̸= ∅

)}
. (3.4.27)

Then, all results of the current Section 3.4 remain valid. Moreover, newly inserted knots
can also have multiplicity pi + 1, i.e., the choice qi = pi + 1 in Remark 3.4.1 is possible.

The next proposition shows that for an admissible mesh T̂• ∈ T̂•, the full truncation

Trunc• reduces to trunclevel(β̂)+1
• .

Proposition 3.4.7. Let T̂• ∈ T̂ and β̂ ∈ B̂•. Then, it holds that

Trunc•(β̂) = trunclevel(β̂)+1
• (β̂). (3.4.28)

Proof. We prove the assertion in two steps.
Step 1: Let k′ < k′′ ∈ N0 and β̂′ ∈ B̂uni(k′) with representation β̂′ =

∑
β̂′′∈B̂uni(k′′)

aβ̂′′ β̂′′.

Let β̂′′ ∈ B̂uni(k′′) such that aβ̂′′ ̸= 0. Then, local linear independence (with the open set

O := (0, 1)d \ supp(β̂′)) of B̂uni(k′′) implies that supp(β̂′′) ⊆ supp(β̂′).

Step 2: We prove (3.4.28). We abbreviate k := level(β̂). Let β̂ =
∑

β̂′∈B̂uni(k+1)
aβ̂′ β̂′.

Let β̂′ ∈ B̂uni(k+1) with supp(β̂′) ̸⊆ Ω̂k+1
• and aβ̂′ ̸= 0. By Step 1, this proves that

supp(β̂′) ⊆ supp(β̂). For k′′ > k + 1, we consider the representation

trunck
′′

• (β̂′) =
∑

β̂′′∈B̂uni(k′′)

supp(β̂′′) ̸⊆Ω̂k′′
•

aβ̂′′ β̂
′′, where β̂′ =

∑

β̂′′∈B̂uni(k′′)

aβ̂′′ β̂
′′.
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For β̂′′ ∈ B̂uni(k′′) with supp(β̂′′) ⊆ Ω̂k′′
• , let T̂ ′′ ∈ T̂uni(k′′) with T̂ ′′ ⊆ supp(β̂′′). (3.4.10)

shows the existence of an element T̂ ∈ T̂• with level(T̂ ) ≥ k′′ such that T̂ ⊆ T̂ ′′. To see that
aβ̂′′ = 0, we argue by contradiction and assume that aβ̂′′ ̸= 0. By Step 1, this implies that

T̂ ⊆ supp(β̂′′) ⊆ supp(β̂′) ⊆ supp(β̂). Due to level(T̂ ) > k+1 and (3.4.17), this contradicts
admissibility of T̂•. This proves that aβ̂′′ = 0. Overall, we conclude that trunck

′′

• (β̂′) = β̂′,

and thus trunck
′′

• (trunck+1
• (β̂)) = trunck+1

• (β̂) as well as (3.4.28).

3.4.5 Quasi-interpolation projection

In this section, we introduce a quasi-interpolation projection onto the space of hierarchical
splines which was developed in the recent own work [GHP17]. Let T̂• ∈ T̂ be a given
admissible hierarchical mesh. First, we define certain dual basis functions for the tensor-
product B-splines. Recall that B̂uni(k) ∩ B̂uni(k′) = ∅ for k ̸= k′. For k ∈ N0 and β̂ ∈ B̂uni(k),

let T̂β̂ ∈ T̂uni(k) be an arbitrary but fixed element with T̂β̂ ⊆ supp(β̂). If β̂ ∈ B̂•, we

additionally require that1 T̂β̂ ∈ T̂•, which is possible due to (3.4.17). Let T̂ ◦
β̂
denote the

interior of T̂β̂ . By local linear independence of B̂uni(k) (see Section 3.4.1), also the restricted

basis functions
{
β̂|T̂ ◦

β̂

: β̂ ∈ B̂uni(k) ∧ supp(β̂) ∩ T̂ ◦
β̂
̸= ∅

}
are linearly independent. Hence,

the Riesz theorem guarantees the existence and uniqueness of some β̂∗ ∈
{
Ŝ|T̂β̂

: Ŝ ∈

Ŝ(p1,...,pd)(K̂uni(k))
}
such that

∫

T̂β̂

β̂∗β̂′ dt = δβ̂,β̂′ for all β̂′ ∈ B̂uni(k). (3.4.29)

In contrast to the one-dimensional dual functions presented in Section 3.3.3, the support
of β̂∗ consists only of one single element T̂β̂. These dual basis functions β̂∗ satisfy the
following scaling property.

Lemma 3.4.8. There exists a constant C > 0 such that for all k ∈ N0 and all β̂ ∈ B̂uni(k),
it holds that

∥β̂∗∥L∞(T̂β̂)
≤ C|T̂β̂|

−1. (3.4.30)

The constant C depends only on d, T̂0, and (p1, . . . , pd).

Proof. Recall that the element T̂β̂ is a rectangle of the form

[t1(uni(k)),ℓ1−1, t1(uni(k)),ℓ1 ]× · · ·× [td(uni(k)),ℓd−1, td(uni(k)),ℓd ].

We use the abbreviations C1 := |T̂β̂ |
1/d and (a1, . . . , ad) := (t1(uni(k)),ℓ1−1, . . . , td(uni(k)),ℓd−1).

We define the normalized element T̃β̂ := (T̂β̂−(a1, . . . , ad))/C1 and the corresponding affine

1Therefore, the elements T̂β̂ depend additionally on the considered mesh T̂•.
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transformation Φ : T̃β̂ → T̂β̂. We apply the transformation formula to see that

∫

T̂β̂

β̂∗β̂′ dt = Cd
1

∫

T̃β̂

(β̂∗ ◦Φ)(β̂ ◦ Φ) dt.

Therefore, the Riesz theorem implies that β̂∗ = (β̃∗ ◦ Φ−1)/Cd
1 , where β̃

∗ is the unique

element in
{
Ŝ ◦ Φ : Ŝ ∈ Ŝ(p1,...,pd)(K̂uni(k))

}
such that

∫

T̃β̂

β̃∗β̃′ dt = δβ̃,β̃′ for all β̃′ ∈ B̃uni(k) :=
{
β̂′ ◦ Φ : β̂′ ∈ B̂uni(k)

}
.

By definition (3.3.14) and Lemma 3.2.1 (iii), each β̃′ ∈ B̃uni(k) is at any point (s1, . . . , sd) =
(s̃1, . . . , s̃d)C + (a1, . . . , ad) of the form

β̃′(s̃1, . . . , s̃d) =
d∏

i=1

B̂(si|ti(uni(k)),ji−1, . . . , ti(uni(k)),ji+pi).

We only have to consider β̃′ that are supported on T̃β̂. Since the support of any B-spline

B̂(·|ti(uni(k)),ji−1, . . . , ti(uni(k)),ji+pi) is just [ti(uni(k)),ji−1, . . . , ti(uni(k)),ji+pi)] (see Lemma 3.2.1
(ii)), it is sufficient to consider ji = ℓi − pi, . . . , ℓi. According to Lemma 3.2.1 (v), an affine
transformation in the parameter domain can just be passed to the knots, i.e.,

B̂(si|ti(uni(k)),ji−1, . . . , ti(uni(k)),ji+pi) = B̂
(
s̃i
∣∣(ti(uni(k)),ji−1 − ai)/C1, . . . , (ti(uni(k)),ji+pi − ai)/C1

)
.

Altogether, we see that β̃∗ depends only on the knots

(ti(uni(k)),ji−1 − ai
C1

, . . . ,
ti(uni(k)),ji+pi − ai

C1
: i = 1, . . . , d ∧ ji = ℓi − pi, . . . , ℓi

)
.

Since we only use global dyadic bisection between two consecutive levels, we see that these
knots depend only on d, T̂0 and (p1, . . . , pd) but not on the level k. This shows that
∥β̃∥L∞(T̃β̂)

! 1, where the hidden constant depends only on d, T̂0, and (p1, . . . , pd).

We use the approach of [SM16] with our concrete dual functions, and define an operator
which maps to the space of hierarchical splines

Î• : L
2([0, 1]d) → Ŝ(p1,...,pd)(K̂0, T̂•), v̂ 6→

∑

β̂∈B̂•

∫

T̂β̂

β̂∗ v̂ dt Trunc•(β̂). (3.4.31)

Note that, for d = 1, the operator for standard splines Î• from (3.3.1) does not necessarily
coincide with the currently considered operator Î• from (3.4.9). Still, the latter satisfies
the same properties as in Proposition 3.3.1, which is stated in the next proposition.

Proposition 3.4.9. With the abbreviation q := 2(pmax + 1), the operator Î• from (3.4.31)
satisfies the following two properties:

38



3.4 Hierarchical splines

(i) For all T̂ ∈ T̂• and all v̂ ∈ L2([0, 1]d), the inclusion v̂|πq
•(T̂ ) ∈ Ŝ(p1,...,pd)(K̂0, T̂•)|πq

•(T̂ ) :={
Ŝ|πq

•(T̂ ) : Ŝ ∈ Ŝ(p1,...,pd)(K̂0, T̂•)
}
implies that v̂|T̂ = (Î•v̂)|T̂ .

(ii) There exists a constant C > 0 such that for all v̂ ∈ L2([0, 1]d) and all T̂ ∈ T̂•, there
holds that

∥Î•v̂∥L2(T̂ ) ≤ C∥v̂∥L2(πq
•(T̂ )), (3.4.32)

where C depends only on d, T̂0, and (p1, . . . , pd).

Proof. We prove the assertions in three steps.
Step 1: Remark 3.4.4 shows that for β̂ ∈ B̂• with |supp(β̂)∩T̂ | > 0, it holds that supp(β̂) ⊆
πq•(T̂ ). By (3.4.22), the same holds true for Trunc•(β̂), i.e., |supp(Trunc•(β̂)) ∩ T̂ | > 0
implies that supp(β̂) ⊆ πq•(T̂ ). This yields the identity

(Î•v̂)|T̂ =
∑

β̂∈B̂•

supp(β̂)⊆πq
•(T̂ )

∫

T̂β̂

β̂∗ v̂ dt Trunc•(β̂)|T̂ .

Step 2: We prove (i). Let Ŝ ∈ Ŝ(p1,...,pd)(K̂0, T̂•) such that v̂|πq
•(T̂ ) = Ŝ|πq

•(T̂ ). With Step 1

and the fact that T̂β̂ ⊆ supp(β̂), we see that

(Î•v̂)|T̂ =
∑

β̂∈B̂•

supp(β̂)⊆πq
•(T̂ )

∫

T̂β̂

β̂∗ Ŝ dt Trunc•(β̂)|T̂ = (Î• Ŝ)|T̂ .

According to [SM16, Theorem 4], Î• is a global projection in the sense that Ŝ ∈ Ŝ(p1,...,pd)(K̂0, T̂•)
implies that Î•Ŝ = Ŝ. Thus, we conclude that

(Î•v̂)|T̂ = (Î• Ŝ)|T̂ = Ŝ|T̂ = v̂|T̂ .

Step 3: We prove (ii). Step 1 and the triangle inequality prove that

∥Î•v̂∥L2(T̂ ) ≤
∑

β̂∈B̂•

supp(β̂)⊆πq
•(T̂ )

∥β̂∗∥L2(T̂β̂)
∥v̂∥L2(T̂β̂)

∥Trunc•(β̂)∥L2(T̂ ).

This and the fact that T̂β̂ ⊆ supp(β̂) yield that

∥Î•v̂∥L2(T̂ ) ≤ ∥v̂∥L2(πq
•(T̂ ))

∑

β̂∈B̂•

supp(β̂)⊆πq
•(T̂ )

∥β̂∗∥L2(T̂β̂)
∥Trunc•(β̂)∥L2(T̂ ). (3.4.33)

We consider the set
{
β̂ ∈ B̂• : supp(β̂) ⊆ πq•(T̂ )

}
. Since the support of each basis function

in B̂• consists of elements in T̂• (see (3.4.16)), this set is a subset of
{
β̂ ∈ B̂• : ∃T̂ ′ ∈

Πq
•(T̂ ) with T̂ ′ ⊆ supp(β̂)

}
. Lemma 3.4.5 and admissibility of T̂• show that the number
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of elements in Πq
•(T̂ ) is uniformly bounded by a constant which depends only on d and

(p1, . . . , pd). Therefore, Proposition 3.4.3 proves that also the cardinality of the latter set
is uniformly bounded. Now, let β̂ ∈ B̂• with supp(β̂) ⊆ πq•(T̂ ). (3.4.22), (3.4.30), and
Lemma 3.2.1 (iv) prove that

∥β̂∗∥L2(T̂β̂)
∥Trunc•(β̂)∥L2(T̂ ) ≤ |T̂β̂ |

1/2 ∥β̂∗∥L∞(T̂β̂)
|T̂ |1/2 ! |T̂β̂|

−1/2|T̂ |1/2.

Note that T̂β̂ ∈ Πq
•(T̂ ), wherefore Lemma 3.4.5 in combination with admissibility yields

that |T̂β̂ |
−1/2|T̂ |1/2 ! 1. Plugging everything into (3.4.33) concludes the proof.
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4 Finite Element Method

4.1 Introduction

In this chapter, we propose and investigate an adaptive finite element method with (ra-
tional) hierarchical splines for general second-order elliptic systems of partial differential
equations (PDEs) in arbitrary dimension d ≥ 2. We essentially present the results from
the recent own work [GHP17].

4.1.1 State of the art

Due to the advent of isogeometric analysis (IGA), the spline-based finite element method
(FEM) has become an active field of research in the last decade. The central idea of
IGA is to use the same ansatz functions for the discretization of the PDE as for the rep-
resentation of the problem geometry Ω in computer aided design (CAD); see [HCB05,
CHB09, BBdVC+06]. The CAD standard for spline representation in a multivariate set-
ting relies on tensor-product splines. However, to allow for adaptive refinement, sev-
eral extensions of the standard model have recently emerged, e.g., analysis-suitable T-
splines [SLSH12, BdVBSV13], hierarchical splines [VGJS11, GJS12, KVVdZvB14], or LR-
splines [DLP13, JKD14]; see also [JRK15, HKMP17] for a comparison of these approaches
in the frame of FEM. All these concepts have been studied via numerical experiments. How-
ever, so far there exists only little literature concerning the thorough mathematical analysis
of adaptive isogeometric finite element methods (IGAFEM): [BG16a] investigates an esti-
mator reduction of an IGAFEM with certain hierarchical splines introduced in [BG16b].
[BG16c] investigates linear convergence of an IGAFEM with truncated hierarchical B-
splines introduced in [GJS12]. In the continuation of the latter work [BG16c], [BGMP16]
studies the corresponding mesh-refinement strategy together with some refinement related
properties for the proof of optimal convergence. At the time the recent own work [GHP17],
which will be treated in the current chapter, was written, the mathematical proof that the
adaptive strategy of [BG16c] leads to optimal convergence rates, was still missing in the lit-
erature. During the review process of [GHP17], the preprint [BG17] filled this gap. Unlike
our strategy from [GHP17], the algorithm of [BG16c] was designed for truncated hierar-
chical B-splines only and the use of hierarchical B-splines may lead to non-sparse Galerkin
matrices. It is important to note that the procedure of truncation requires a specific con-
struction that entails complicated supports of the basis functions, which are in general not
even connected, and their use may produce an overhead with an adaptive strategy that
cannot be neglected. So far, the adaptive algorithm of [BG16c] has not been investigated
numerically. Further, their analysis is restricted to symmetric partial differential opera-
tors. For standard FEM with globally continuous piecewise polynomials, adaptivity is well
understood; see, e.g., [Dör96, MNS00, BDD04, Ste07, CKNS08, FFP14] and [CFPP14] for
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milestones on convergence and optimal convergence rates.

4.1.2 Model problem

Let Ω ⊂ Rd with d ≥ 2 be a bounded Lipschitz domain as in [McL00, Definition 3.28]. We
consider a general second-order linear system of PDEs with homogenous Dirichlet boundary
condition

Pu := −
d∑

i=1

d∑

i′=1

∂i(Aii′∂i′u) +
d∑

i=1

bi∂iu+ cu = f in Ω,

u = 0 on Γ := ∂Ω,

(4.1.1)

where the coefficients Aii′ , bi, c are functions from Ω into RD×D with some fixed dimen-
sion D ≥ 1. We pose the following regularity assumptions on the coefficients: Aii′ is
Lipschitz continuous, i.e, Aii′ ∈ W 1,∞(Ω)D×D, and bi as well as c are bounded, i.e.,
bi, c ∈ L∞(Ω)D×D. We use the abbreviations ∥A∥L∞(Ω) := maxi,i′∈{1,...,d} ∥Aii′∥L∞(Ω),
∥A∥W 1,∞(Ω) := maxi,i′∈{1,...,d} ∥Aii′∥W 1,∞(Ω) and ∥b∥L∞(Ω) := maxi∈{1,...,d} ∥bi∥L∞(Ω). More-

over, we suppose that A⊤
ii′ = Ai′i. We interpret P in its weak form and define the corre-

sponding bilinear form

⟨w , v⟩P :=

∫

Ω

d∑

i=1

d∑

i′=1

(Aii′∂i′v) · ∂iw +
d∑

i=1

(bi∂iv) · w + (cv) · w dx. (4.1.2)

The bilinear form is continuous, i.e., it holds with Ccont := ∥A∥L∞(Ω)+∥b∥L∞(Ω)+∥c∥L∞(Ω)

that

⟨w , v⟩P ≤ Ccont∥w∥H1(Ω)∥v∥H1(Ω) for all v,w ∈ H1(Ω)D. (4.1.3)

Additionally, we suppose ellipticity of ⟨· , ·⟩P on H1
0 (Ω)

D, i.e.,

⟨v , v⟩P ≥ Cell∥v∥2H1(Ω) for all v ∈ H1
0 (Ω)

D. (4.1.4)

Note that, for scalar PDEs with D = 1, (4.1.4) is for instance satisfied if the matrix
A := (Aii′)di,i′=1 is uniformly positive definite and if the vector b := (b1, . . . , bd) ∈ H(div,Ω)

satisfies that −1
2 div b+ c ≥ 0 almost everywhere in Ω.

Overall, the boundary value problem (4.1.1) fits into the setting of the Lax–Milgram
theorem. For arbitrary vector-valued f ∈ L2(Ω)D, it therefore admits a unique solution
u ∈ H1

0 (Ω)
D to the weak formulation

⟨u , v⟩P =

∫

Ω
f · v dx for all v ∈ H1

0 (Ω)
D. (4.1.5)

We note that the additional regularity Aii′ ∈ W 1,∞(Ω)D×D (instead of Aii′ ∈ L∞(Ω)D×D)
is only required for the well-posedness of the residual a posteriori error estimator; see
Section 4.2.
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4.1.3 Outline & Contributions

The remainder of this chapter is roughly organized as follows: Section 4.2 provides an
abstract framework for adaptive mesh-refinement for conforming FEM for the model prob-
lem (4.1.1). Its main result is Theorem 4.2.7 which states optimal convergence behavior
of the standard adaptive Algorithm 2.2.1 applied to the model problem at hand. In Sec-
tion 4.4, a conforming FEM based on hierarchical splines is presented. Its main result is
Theorem 4.4.6 which states that hierarchical splines fit into the framework of Section 4.2.
The proofs of Theorem 4.2.7 and Theorem 4.4.6 are given in Section 4.3 and Section 4.5,
respectively. Three numerical experiments in Section 4.6 underpin the theoretical results,
but also demonstrate the limitations of hierarchical splines in the frame of adaptive FEM
when the solution u exhibits edge singularities.

Sections 4.2–4.3

In more detail, the contribution of Section 4.2 can be paraphrased as follows: We formulate
a concrete realization (Algorithm 4.2.6) of the abstract adaptive Algorithm 2.2.1 driven
by some weighted-residual a posteriori error estimator (4.2.13) in the frame of conforming
FEM. We formulate four assumptions (M1)–(M4) on the underlying meshes (Section 4.2.1),
five assumptions (R1)–(R5) on the mesh-refinement (Section 4.2.2), six assumptions (S1)–
(S6) on the FEM spaces (Section 4.2.3), and four assumptions (O1)–(O4) on the data
approximation spaces (Section 4.2.5). First, these assumptions are sufficient to guarantee
that the error estimator η• associated with the FEM solution U• ∈ X• ⊂ H1

0 (Ω)
D is efficient

and reliable, i.e., there exist Ceff , Crel > 0 such that

C−1
eff η• ≤ inf

V•∈X•

(
∥u− V•∥H1(Ω) + osc•(V•)

)
≤ ∥u− U•∥H1(Ω) + osc•(U•) ≤ Crel η•, (4.1.6)

where osc•(·) denotes certain data oscillation terms. Second, Theorem 4.2.7 states that Al-
gorithm 4.2.6 leads to linear convergence with optimal rate as in Theorem 2.3.1. Section 4.3
is devoted to the proof of Theorem 4.2.7.

In explicit terms, we identify sufficient conditions of the underlying meshes, the local
FEM spaces, as well as the employed (local) mesh-refinement rule which guarantee that
the related residual a posteriori error estimator satisfies the axioms of adaptivity from Chap-
ter 2. Although this framework is only exploited for IGAFEM with hierarchical splines,
it is likely that it serves as a promising starting point to analyze different technologies for
adaptive IGAFEM like (analysis-suitable) T-splines or LR-splines, as well as for other con-
forming discretizations like the virtual element method (VEM) from [BdVBC+13]. Indeed,
for analysis-suitable T-splines, the refinement properties are already found in [MP15] for
2D resp. in [Mor16] for 3D.

Sections 4.4–4.6

Based on the definitions from Section 3.4, Section 4.4 defines hierarchical meshes and hi-
erarchical splines on the physical domain Ω (Section 4.4.2), derives the canonical basis
of the hierarchical spline space X• ⊂ H1

0 (Ω)
D with Dirichlet boundary condition (Sec-

tion 4.5.8), and introduces some local mesh-refinement rule which preserves admissibility

43



4 Finite Element Method

(Section 4.4.3). One crucial observation is that the new mesh-refinement strategy for hier-
archical meshes (Algorithm 4.4.1) guarantees that the number of (truncated) hierarchical
B-splines on each element as well as the number of active elements contained in the support
of each (truncated) hierarchical B-spline is uniformly bounded; see Proposition 3.4.3. If
one uses the strategy of [BG16c, BGMP16, BG17] instead, this property is not satisfied for
hierarchical B-splines, but only for truncated hierarchical B-splines. In general, the latter
have a smaller, but also more complicated and not necessarily connected support.

The main result of Section 4.4 is Theorem 4.4.6 which states that hierarchical splines
together with the proposed local mesh-refinement strategy satisfy all assumptions of Sec-
tion 4.2, so that Theorem 4.2.7 applies. Whereas the corresponding result of [BG16c, BG17]
adapts the analysis of [CKNS08] and is thus restricted to symmetric problems, we exploit
some recent ideas from [FFP14] in order to cover the non-symmetric case as well. Finally,
Remark 4.4.7 extends Theorem 4.4.6 to rational hierarchical splines.

Technical contributions of general interest in Section 4.5, which is devoted to the proof
of Theorem 4.4.6, include the following: We prove that a hierarchical mesh is admissible if
and only if it can be obtained by the mesh-refinement strategy of Algorithm 4.4.1 (Proposi-
tion 4.4.2). Recall that admissible meshes also allow a simpler computation of truncated hi-
erarchical B-splines in the sense that truncation simplifies considerably (Proposition 3.4.7).
Together with some ideas from [SM16], we use this observation to define a Scott–Zhang
type projector J• : L2(Ω)D → X• which is locally L2- and H1-stable and has a first-order
approximation property (Section 4.5.10).

We conclude this part with three numerical examples in Section 4.6, where we also give
a heuristic explanation for the observed rates for solutions with edge-singularity.

4.2 Axioms of adaptivity (revisited)

A similar version of the current section is already found in the recent own work [GHP17,
Section 2]. The aim of it is to formulate an adaptive algorithm (Algorithm 4.2.6) for con-
forming FEM discretizations of our model problem (4.1.1), where adaptivity is driven by
the weighted-residual a posteriori error estimator (4.2.13). We identify the crucial prop-
erties of the underlying meshes, the mesh-refinement, as well as the finite element spaces
which ensure that the residual error estimator fits into the general framework of Chapter 2
and which hence guarantee optimal convergence behavior of the adaptive algorithm. The
main result of this section is Theorem 4.2.7 which is proved in Section 4.3.

4.2.1 Meshes

Throughout, T• is a mesh of the bounded Lipschitz domain Ω ⊂ Rd in the following sense:

• T• is a finite set of compact1 Lipschitz domains;

• for all T, T ′ ∈ T• with T ̸= T ′, the intersection T ∩ T ′ has measure zero;

• Ω =
⋃

T∈T• T , i.e., T• is a partition of Ω.

1A compact Lipschitz domain is the closure of a bounded Lipschitz domain.
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We suppose that there is a countably infinite set T of admissible meshes. In order to ease
notation, we introduce for T• ∈ T the corresponding mesh-width function

h• ∈ L∞(Ω) with h•|T = hT := |T |1/d for all T ∈ T•. (4.2.1)

For ω ⊆ Ω, we define the patches of order q ∈ N0 inductively by

π0•(ω) := ω, πq•(ω) :=
⋃{

T ∈ T• : T ∩ πq−1
• (ω) ̸= ∅

}
. (4.2.2)

The corresponding set of elements is defined as

Πq
•(ω) :=

{
T ∈ T• : T ⊆ πq•(ω)

}
, i.e., πq•(ω) =

⋃
Πq

•(ω). (4.2.3)

To abbreviate notation, we set π•(ω) := π1•(ω) and Π•(ω) := Π1
•(ω). For S ⊆ T•, we define

πq•(S) := πq•(
⋃

S) and Πq
•(S) := Πq

•(
⋃

S).
We suppose that there exist constants Clocuni, Cpatch, Ctrace, Cdual > 0 such that all

meshes T• ∈ T satisfy the following four properties (M1)–(M4):

(M1) Bounded element patch: For all T ∈ T•, it holds that

#Π•(T ) ≤ Cpatch,

i.e., the number of elements in a patch is uniformly bounded.

(M2) Local quasi-uniformity: For all T ∈ T•, it holds that

hT /hT ′ ≤ Clocuni for all T ′ ∈ Π•(T ),

i.e., neighboring elements have comparable size.

(M3) Trace inequality: For all T ∈ T• and all v ∈ H1(Ω), it holds that

∥v∥2L2(∂T ) ≤ Ctrace
(
h−1
T ∥v∥2L2(T ) + ∥v∥L2(T )∥∇v∥L2(T )

)
.

(M4) Local estimate in dual norm: For all T ∈ T• and all w ∈ L2(T ), it holds that

h−1
T ∥w∥H−1(T ) ≤ Cdual∥w∥L2(T ),

where ∥w∥H−1(T ) = sup
{ ∫

T wv dx : v ∈ H1
0 (T ) ∧ ∥v∥H1(T ) = 1

}
.

Remark 4.2.1. Actually, we will apply (M3)–(M4) for vector-valued v ∈ H1(Ω)D resp.
w ∈ L2(Ω)D. Indeed, (M3)–(M4) easily imply the corresponding higher-dimensional ver-
sions. Moreover, note that (M4) is only needed for the proof of efficiency for the estimator;
see Theorem 2.3.1 (ii).

The following two propositions show that (M3)–(M4) are actually always satisfied. How-
ever, in general the multiplicative constants depend on the shape of the elements.
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Proposition 4.2.2. Let ω be an arbitrary d-dimensional bounded Lipschitz domain. Then,
there exists a constant Ctrace(ω) > 0 such that for all v ∈ H1(ω), it holds that

∥v∥2L2(∂ω) ≤ Ctrace(ω)
(
|ω|−1/d∥v∥2L2(ω) + ∥v∥L2(ω)∥∇v∥L2(ω)

)
. (4.2.4)

The constant Ctrace(ω) > 0 depends only on the shape of ω.

Proof. Without loss of generality, we assume that |ω| = 1. The general case follows with a
simple scaling argument. We prove the assertion in three steps.
Step 1: By definition of Lipschitz domains [McL00, Definition 3.28], the boundary ∂ω
is locally the graph of Lipschitz functions. Formally, this means that there exist a finite
set of open and bounded sets

{
Wj : j ∈ {1, . . . , J}

}
with ∂ω ⊂

⋃J
j=1Wj such that for

all j ∈ {1, . . . , J}, ω ∩ Wj = ωj ∩ Wj for some set ωj which is up to some rigid motion
a Lipschitz hypograph. Neglecting the rigid motion, ωj has the form ωj =

{
x ∈ Rd :

xd < ζj(x1, . . . , xd−1)
}

for some Lipschitz continuous mapping ζj : Rd−1 → R. Note
that Rademacher’s theorem shows that each ζj is almost everywhere differentiable with
bounded gradient ∇ζj ∈ L∞(Rd−1). According to [McL00, page 97], the outer normal
vector νj satisfies for almost all x ∈ ∂ωj that

νj(x) = (|∇ζj(x1, . . . , xd−1)|2 + 1)−1/2

(
−∇ζj(x1, . . . , xd−1)

1

)
.

In particular, this shows for arbitrary oj ∈ Rd of the form oj = (0 . . . , 0, oj,d) that

νj(x) · (x− oj) = (|∇ζj(x1, . . . , xd−1)|2 + 1)−1/2

⎛

⎜⎝−∇ζj(x1, . . . , xd−1) ·

⎛

⎜⎝
x1
...

xd−1

⎞

⎟⎠+ (xd − oj,d)

⎞

⎟⎠

Hence, we can fix a sufficiently small oj,d < 0 such that for almost all x ∈ ∂ωj ∩ Wj , it
holds that

νj(x) · (x− oj) ≥
−(∥∇ζj∥L∞(Rd−1) + 1) supx∈∂ωj∩Wj

|x|− oj,d

(∥∇ζj∥2L∞(Rd−1)
+ 1)1/2

:= εj > 0.

Note that oj,d as well as εj depend only on ω. We set ε := minj∈{1,...,J} εj > 0.
Step 2: We come to the proof of (4.2.4). Let

{
ϕj : j ∈ {1, . . . , J}

}
be a smooth partition

of unity on ∂ω subject to
{
Wj : j ∈ {1, . . . , J}

}
, i.e., ϕj ∈ C∞(Rd),

∑J
j=1 ϕj = 1, and

supp(ϕj) ⊂ Wj for all j ∈ {1, . . . , J}.
Step 1 shows that

∥v∥L2(∂ω) ≤
J∑

j=1

∥ϕjv∥L2(∂ωj) ≤ ε−1/2
J∑

j=1

( ∫

∂ωj

ϕj(x)
2v(x)2 (x− oj) · νj(x) dx

)1/2
.

Next, we apply the divergence theorem [McL00, Theorem 3.34]
∫

∂ωj

ϕj(x)
2v(x)2 (x− oj) · νj(x) dx =

∫

ωj

div(ϕj(x)
2v(x)2(x− oj)) dx

= 2

∫

ωj∩Wj

ϕj(x)v(x)∇(ϕj(x)v(x)) · (x− oj) dx+ d ∥ϕjv∥2L2(ωj∩Wj)

! ∥v∥L2(ω∩Wj)∥∇v∥L2(ω∩Wj) + ∥v∥2L2(ω∩Wj)
.

46



4.2 Axioms of adaptivity (revisited)

Altogether, we obtain that

∥v∥2L2(∂ω) !
J∑

j=1

(
∥v∥L2(ω∩Wj)∥∇v∥L2(ω∩Wj) + ∥v∥2L2(ω∩Wj)

)

! ∥v∥L2(ω)∥∇v∥L2(ω) + ∥v∥2L2(ω),

which concludes the proof.

Proposition 4.2.3. Let ω be an arbitrary d-dimensional bounded Lipschitz domain. Then,
there exists a constant Cdual(ω) > 0 such that for all w ∈ L2(ω), it holds that

|ω|−1/d∥w∥H−1(ω) ≤ Cdual(ω)∥w∥L2(ω). (4.2.5)

The constant Cdual(ω) > 0 depends only on the shape of ω.

Proof. Without loss of generality, we assume that |ω| = 1. The general case follows with a
simple scaling argument. Let v ∈ H1

0 (ω). The Cauchy–Schwarz inequality proves that

∫

ω
wv dx ≤ ∥w∥L2(ω)∥v∥L2(ω) ≤ ∥w∥L2(ω)∥v∥H1(ω),

which concludes the proof.

4.2.2 Mesh-refinement

For T• ∈ T and an arbitrary set of marked elements M• ⊆ T•, we associate a corre-
sponding refinement T◦ := refine(T•,M•) ∈ T with M• ⊆ T• \ T◦, i.e., at least the
marked elements are refined. Moreover, we suppose for the cardinalities that #T• < #T◦
if M• ̸= ∅ and T◦ = T• else. We define refine(T•) as the set of all T◦ such that
there exist meshes T(0), . . . ,T(J) and marked elements M(0), . . . ,M(J−1) with T◦ = T(J) =
refine(T(J−1),M(J−1)), . . . ,T(1) = refine(T(0),M(0)) and T(0) = T•. We assume that
there exists a fixed initial mesh T0 ∈ T with T = refine(T0).

We suppose that there exist Cson ≥ 2 and 0 < ρson < 1 such that all meshes T• ∈
T satisfy for arbitrary marked elements M• ⊆ T• with corresponding refinement T◦ :=
refine(T•,M•), the following elementary properties (R1)–(R3):

(R1) Son estimate: It holds that

#T◦ ≤ Cson #T•,

i.e., one step of refinement leads to a bounded increase of elements.

(R2) Father is union of sons: For all T ∈ T•, it holds that

T =
⋃{

T ′ ∈ T◦ : T ′ ⊆ T
}
,

i.e., each element T is the union of its successors.

47



4 Finite Element Method

(R3) Reduction of sons: For all T ∈ T•, it holds that

|T ′| ≤ ρson |T | for all T ′ ∈ T◦ with T ′ ! T,

i.e., successors are uniformly smaller than their father.

By induction and the definition of refine(T•), one easily sees that (R2)–(R3) remain valid
if T◦ is an arbitrary mesh in refine(T•). In particular, (R2)–(R3) imply that each refined
element T ∈ T• \ T◦ is split into at least two sons, wherefore

#(T• \ T◦) ≤ #T◦ −#T• for all T◦ ∈ refine(T•). (4.2.6)

Besides (R1)–(R3), we suppose the following non-trivial requirements (R4)–(R5) with
generic constants Cclos, Cover > 0:

(R4) Closure estimate: Let (Tℓ)ℓ∈N0 be an arbitrary sequence in T such that Tℓ+1 =
refine(Tℓ,Mℓ) with some Mℓ ⊆ Tℓ for all ℓ ∈ N0. Then, for all ℓ ∈ N0, there holds
that

#Tℓ −#T0 ≤ Cclos

ℓ−1∑

j=0

#Mj.

(R5) Overlay property: For all T•,T⋆ ∈ T, there exists a common refinement T◦ ∈
refine(T•) ∩ refine(T⋆) which satisfies the overlay estimate

#T◦ ≤ Cover(#T⋆ −#T0) + #T•.

4.2.3 Finite element space

With each T• ∈ T, we associate a finite dimensional space of vector valued functions

X• ⊂
{
v ∈ H1

0 (Ω)
D : v|T ∈ H2(T )D for all T ∈ T•

}
. (4.2.7)

Let U• ∈ X• be the corresponding Galerkin approximation to the solution u ∈ H1
0 (Ω)

D,
i.e.,

⟨U• , V•⟩P =

∫

Ω
f · V• dx for all V• ∈ X•. (4.2.8)

We note the Galerkin orthogonality

⟨u− U• , V•⟩P = 0 for all V• ∈ X•, (4.2.9)

as well as the resulting Céa type quasi-optimality

∥u− U•∥H1(Ω) ≤ CCéa min
V•∈X•

∥u− V•∥H1(Ω) with CCéa :=
Ccont
Cell

. (4.2.10)

We suppose that there exist constants Cinv > 0 and qloc, qproj ∈ N0 such that the following
properties (S1)–(S3) hold for all T• ∈ T:
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4.2 Axioms of adaptivity (revisited)

(S1) Inverse inequality: For all j, k ∈ {0, 1, 2} with k ≤ j, all V• ∈ X• and all T ∈ T•, it
holds that

h(j−k)
T ∥V•∥Hj(T ) ≤ Cinv ∥V•∥Hk(T ).

(S2) Nestedness: For all T◦ ∈ refine(T•), it holds that

X• ⊆ X◦.

(S3) Local domain of definition: For all T◦ ∈ refine(T•), T ∈ T• \ Πqloc
• (T• \ T◦) ⊆

T• ∩ T◦, and V◦ ∈ X◦, it holds that

V◦|πqproj
• (T )

∈
{
V•|πqproj

• (T )
: V• ∈ X•

}
.

Besides (S1)–(S3), we suppose that there exist Csz > 0 as well as qsz ∈ N0 such that for
all T• ∈ T, there exists a Scott–Zhang type projector J• : H1

0 (Ω)
D → X• with the following

properties (S4)–(S6):

(S4) Local projection property: Let qproj ∈ N0 from (S3). For all v ∈ H1
0 (Ω)

D and
T ∈ T•, it holds that

(J•v)|T = v|T if v|
π
qproj
• (T )

∈
{
V•|πqproj

• (T )
: V• ∈ X•

}
.

(S5) Local L2-approximation property: For all T ∈ T• and all v ∈ H1
0 (Ω)

D, it holds
that

∥(1 − J•)v∥L2(T ) ≤ Csz hT ∥v∥H1(πqsz
• (T )).

(S6) Local H1-stability: For all T ∈ T• and v ∈ H1
0 (Ω)

D, it holds that

∥∇J•v∥L2(T ) ≤ Csz∥v∥H1(πqsz
• (T )).

4.2.4 Error estimator

Let T• ∈ T and T1 ∈ T•. For almost every x ∈ ∂T1∩Ω, there exists a unique element T2 ∈ T•
with x ∈ T1∩T2. We denote the corresponding outer normal vectors by ν1 = (ν1,1, . . . , ν1,d)
resp. ν2 = (ν2,1, . . . , ν2,d). With the notation

Dν1(·) :=
d∑

i=1

d∑

i′=1

ν1,iAii′ ∂i′(·) resp. Dν2(·) :=
d∑

i=1

d∑

i′=1

ν2,iAii′ ∂i′(·), (4.2.11)

we define the normal jump as

[DνU•](x) := (Dν1U•|T1)(x) + (Dν2U•|T2)(x). (4.2.12)
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4 Finite Element Method

With this definition, we employ the weighted-residual a posteriori error estimator

η• := η•(T•) with η•(S)2 :=
∑

T∈S

η•(T )
2 for all S ⊆ T•, (4.2.13a)

where, for all T ∈ T•, the local refinement indicators read

η•(T )
2 := h2T ∥f −PU•∥2L2(T ) + hT ∥[DνU•]∥2L2(∂T∩Ω). (4.2.13b)

We refer, e.g., to the monographs [AO00, Ver13] for the analysis of the residual a posteriori
error estimator (4.2.13) in the frame of standard FEM with piecewise polynomials of fixed
order.

Remark 4.2.4. If X• ⊂ C1(Ω), then the jump contributions in (4.2.13) vanish and η•(T )
consists only of the volume residual; see [BG16c] in the frame of IGAFEM.

4.2.5 Data oscillations

The definition of the data oscillations corresponding to the residual error estimator (4.2.13)
requires some further notation. Let P(Ω) ⊂ H1(Ω)D be a fixed discrete subspace. We
suppose that there exists C ′

inv > 0 such that the following property (O1) holds for all
T• ∈ T:

(O1) Inverse inequality in dual norm: For all W ∈ P(Ω), and T ∈ T•, it holds that

hT ∥W∥L2(T ) ≤ C ′
inv ∥W∥H−1(T ),

where ∥W∥2H−1(T ) =
∑D

j=1 ∥Wj∥2H−1(T ) and ∥Wj∥H−1(T ) = sup
{ ∫

T Wjv dx : v ∈
H1

0 (T ) ∧ ∥v∥H1(T ) = 1
}
.

Besides (O1), we suppose that there exists Clift > 0 such that for all T• ∈ T and all
T, T ′ ∈ T• with (d − 1)-dimensional intersection E := T ∩ T ′, there exists an operator
L•,E :

{
W |E : W ∈ P(Ω)

}
→ H1

0 (T ∪ T ′)D with the following properties (O2)–(O4):

(O2) Lifting inequality: For all W ∈ P(Ω), it holds that

∫

E
W ·W dx ≤ Clift

∫

E
L•,E(W |E) ·W dx.

(O3) L2-control: For all W ∈ P(Ω), it holds that

∥L•,E(W |E)∥L2(T∪T ′) ≤ Clift(h
1/2
T + h1/2T ′ )∥W∥L2(E).

(O4) H1-control: For all W ∈ P(Ω), it holds that

∥∇L•,E(W |E)∥L2(T∪T ′) ≤ Clift(h
−1/2
T + h−1/2

T ′ )∥W∥L2(E).
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Let T• ∈ T. For T ∈ T•, we define the L2-orthogonal projection P•,T : L2(T ) →
{
W |T :

W ∈ P(Ω)
}
. For an interior edge E ∈ E•,T :=

{
T ∩ T ′ : T ′ ∈ T• ∧ dim(T ∩ T ′) = d − 1

}
,

where dim(·) denotes the dimension, we define the L2-orthogonal projection P•,E : L2(E) →{
W |E : W ∈ P(Ω)

}
. For V• ∈ X•, we define the corresponding oscillations

osc•(V•) := osc•(V•,T•) with osc•(V•,S)2 :=
∑

T∈S

osc•(V•, T )
2 for all S ⊆ T•, (4.2.14a)

where, for all T ∈ T•, the local oscillations read

osc•(V•, T )
2 := h2T ∥(1− P•,T )(f −PU•)∥2L2(T )

+
∑

E∈E•,T

hT ∥(1− P•,E)[DνU•]∥2L2(E).
(4.2.14b)

We refer, e.g., to [NV11] for the analysis of oscillations in the frame of standard FEM with
piecewise polynomials of fixed order.

Remark 4.2.5. If X• ⊂ C1(Ω), then the jump contributions in (4.2.14) vanish and
osc•(V•, T ) consists only of the volume oscillations; see [BG16c] in the frame of IGAFEM.

4.2.6 Adaptive algorithm

We consider the following concrete realization of the abstract Algorithm 2.2.1.

Algorithm 4.2.6. Input:Dörfler parameter θ ∈ (0, 1] and marking constant Cmin ∈ [1,∞].
Loop: For each ℓ = 0, 1, 2, . . . , iterate the following steps:

(i) Compute Galerkin approximation Uℓ ∈ Xℓ.

(ii) Compute refinement indicators ηℓ(T ) for all elements T ∈ Tℓ.

(iii) Determine a set of marked elements Mℓ ⊆ Tℓ which has up to the multiplicative
constant Cmin minimal cardinality, such that the following Dörfler marking is satisfied

θ η2ℓ ≤ ηℓ(Mℓ)
2. (4.2.15)

(iv) Generate refined mesh Tℓ+1 := refine(Tℓ,Mℓ).

Output: Refined meshes Tℓ and corresponding Galerkin approximations Uℓ with error es-
timators ηℓ for all ℓ ∈ N0.

4.2.7 Optimal convergence

With µ from Section 2.2.1 defined as cardinality #, we recall the definitions of Chapter 2

T(N) :=
{
T• ∈ T : #T• −#T0 ≤ N

}
for all N ∈ N0, (4.2.16)

and for all s > 0

Capprox(s) := sup
N∈N0

min
T•∈T(N)

(N + 1)s η• ∈ [0,∞]. (4.2.17)
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We say that the solution u ∈ H1
0 (Ω)

D lies in the approximation class s with respect to the
estimator if

∥u∥Aest
s

:= Capprox(s) < ∞. (4.2.18)

Further, we say that it lies in the approximation class s with respect to the minimal total
error if

∥u∥Atot
s

:= sup
N∈N0

(
min

T•∈T(N)
(N + 1)s inf

V•∈X•

(
∥u− V•∥H1(Ω) + osc•(V•)

))
< ∞. (4.2.19)

By definition, ∥u∥Aest
s

< ∞ resp. ∥u∥Atot
s

< ∞ implies that the error estimator η• resp.
the minimal total error on the optimal meshes T• decays at least with rate O

(
(#T•)−s

)
.

The following main theorem states that each possible rate s > 0 is in fact realized by
Algorithm 4.2.6. The proof is given in Section 4.3 and is also found in [GHP17, Section 4].
It essentially follows from its abstract counterpart Theorem 2.3.1 by verifying the axioms
of Section 2.3. For piecewise polynomials on shape-regular triangulations of a polyhedral
domain Ω, optimal convergence was already proved in [CKNS08] for symmetric P resp. in
[FFP14] for non-symmetric P.

Theorem 4.2.7. Let (Tℓ)ℓ∈N0 be the sequence of meshes generated by Algorithm 4.2.6.
Then, there hold:

(i) Suppose (M1), (M3) and (S5)–(S6). Then, the residual error estimator satisfies reli-
ability, i.e., there exists a constant Crel > 0 such that

∥u− U•∥H1(Ω) + osc• ≤ Crelη• for all T• ∈ T. (4.2.20)

(ii) Suppose (M1)–(M4), (S1), and (O1)–(O4). Then, the residual error estimator satis-
fies efficiency, i.e., there exists a constant Ceff > 0 such that

C−1
eff η• ≤ inf

V•∈X•

(
∥u− V•∥H1(Ω) + osc•(V•)

)
for all T• ∈ T. (4.2.21)

(iii) Suppose (M1)–(M3), (R2)–(R3), (S1)–(S2), and (S5)–(S6). Then, for arbitrary 0 <
θ ≤ 1 and Cmin ∈ [1,∞], the residual error estimator converges linearly, i.e., there
exist constants 0 < ρlin < 1 and Clin ≥ 1 such that

η2ℓ+j ≤ Clinρ
j
linη

2
ℓ for all j, ℓ ∈ N0. (4.2.22)

(iv) Suppose (M1)–(M3), (R1)–(R5), and (S1)–(S6). Then, there exists a constant 0 <
θopt ≤ 1 such that for all 0 < θ < θopt and Cmin ∈ [1,∞), the estimator converges at
optimal rate, i.e., for all s > 0 there exist constants copt, Copt > 0 such that

copt∥u∥Aest
s

≤ sup
ℓ∈N0

(#Tℓ −#T0 + 1)s ηℓ ≤ Copt∥u∥Aest
s
, (4.2.23)

where the lower bound requires only (R1) to hold.
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4.3 Proof of Theorem 4.2.7

All involved constants Crel, Ceff , Clin, qlin, θopt, and Copt depend only on the assumptions
made as well as the dimensions d,D, the coefficients of the differential operator P and
diam(Ω), where Clin, ρlin depend additionally on θ and the sequence (Uℓ)ℓ∈N0 , and Copt

depends furthermore on Cmin and s. The constant copt depends only on Cson,#T0, s, and
if there exists ℓ0 with ηℓ0 = 0 also on ℓ0 and η0.

Remark 4.2.8. If the assumptions of Theorem 4.2.7 (i)–(ii) are satisfied, there holds in
particular that

C−1
eff ∥u∥Aest

s
≤ ∥u∥Atot

s
≤ Crel∥u∥Aest

s
for all s > 0. (4.2.24)

Remark 4.2.9. If the bilinear form ⟨· , ·⟩P is symmetric, then Clin, ρlin, and Copt are
independent of (Uℓ)ℓ∈N0 ; see Remark 4.3.3 below.

Remark 4.2.10. If X• ⊂ C1(Ω), all jump contributions vanish; see Remark 4.2.4 and
Remark 4.2.5. In this case, the assumptions (O2)–(O4) are not necessary for the proof of
(4.2.21).

Remark 4.2.11. (a) Under the assumption that ∥hℓ∥L∞(Ω) → 0 as ℓ → ∞, one can

show that X∞ :=
⋃

ℓ∈N0
Xℓ = H1

0 (Ω)
D. To see this, recall that nestedness (S2) ensures that⋃

ℓ∈N0
Xℓ is a vector space and, in particular, convex. By Mazur’s lemma (see, e.g., [Rud91,

Theorem 3.12]), it is thus sufficient to show that
⋃

ℓ∈N0
Xℓ is weakly dense in H1

0 (Ω)
D. Let

v ∈ H1
0 (Ω)

D. The Banach–Alaoglu theorem (see, e.g., [Rud91, Theorem 3.15]) together with
(M1) and (S5)–(S6) proves that each subsequence (Jℓmv)m∈N0 admits a further subsequence
(Jℓmn

v)n∈N0 which is weakly convergent in H1
0 (Ω)

D towards some limit w ∈ H1
0 (Ω)

D. The
Rellich compactness theorem hence implies that ∥w − Jℓmn

v∥L2(Ω) → 0 as n → ∞. On
the other hand, (S5) together with (M1), (R2)–(R3), and ∥hℓ∥L∞(Ω) → 0 shows that ∥v −
Jℓv∥L2(Ω) ! ∥hℓ∥L∞(Ω) ∥v∥H1(Ω) → 0 as ℓ → ∞. Together with the uniqueness of limits,
these two observations imply that v = w. Overall, each subsequence (Jℓmv)m∈N0 of (Jℓv)ℓ∈N
admits a further subsequence (Jℓmn

v)n∈N0 which converges weakly in H1
0 (Ω)

D to v. Basic
calculus thus yields that Jℓv ⇀ v weakly in H1

0 (Ω)
D as ℓ→ ∞. This concludes the proof.

(b) The latter observation allows to follow the ideas of [BHP17] and to show that the
adaptive algorithm yields convergence even if the bilinear form ⟨· , ·⟩P is only elliptic up
to some compact perturbation, provided that the continuous problem is well-posed. This
includes, e.g., adaptive FEM for the Helmholtz equation. For details, the reader is referred
to [BHP17].

4.3 Proof of Theorem 4.2.7

In the following subsections, we prove Theorem 4.2.7. To prove (iii)–(iv), we just verify the
abstract axioms from Section 2.3, which allows to apply Theorem 2.3.1. The perturbation
ϱ•,◦ is chosen as

ϱ•,◦ := Cϱ∥U◦ − U•∥H1(Ω) for all T• ∈ T,T◦ ∈ refine(T•), (4.3.1)

with some constant Cϱ > 0 which is fixed later in Section 4.3.3. To apply Theorem 2.3.1 (i),
we additionally have to show that limℓ→∞ ϱℓ,ℓ+1 = 0. Finally, reliability (4.2.20) resp.
efficiency (4.2.21) are treated explicitly in Section 4.3.7 resp. Section 4.3.8.
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4.3.1 Convergence of perturbations

Nestedness (S2) ensures that X∞ :=
⋃

ℓ∈N0
Xℓ is a closed subspace of H1

0 (Ω)
D and hence

admits a unique Galerkin solution U∞ ∈ X∞. Note that Uℓ is also a Galerkin approximation
of U∞. Hence, the Céa lemma (4.2.10) with u replaced by U∞ proves that ∥U∞−Uℓ∥H1(Ω) →
0 as ℓ→ ∞. In particular, we obtain that limℓ→∞ ∥Uℓ+1 − Uℓ∥H1(Ω) = 0.

4.3.2 Stability on non-refined elements (E1)

Similarly as in [CKNS08, Corollary 3.4], we show that the assumptions (M1)–(M3) and (S1)–
(S2) imply stability (E1), i.e., the existence of Cstab ≥ 1 such that for all T• ∈ T, and all
T◦ ∈ refine(T•), it holds that

|η◦(T• ∩ T◦)− η•(T• ∩ T◦)| ≤ Cstab∥U◦ − U•∥H1(Ω).

In Section 4.3.3, we will fix the constant Cϱ > 0 for the perturbations (4.3.1) such that
Cstab ≤ Cϱ. For S ⊆ T◦, we abbreviate

α•,◦(S)2 :=
(∑

T∈S

h2T ∥P(U◦ − U•)∥2L2(T )

)1/2
+
(∑

T∈S

hT ∥[Dν(U◦ − U•)]∥2L2(∂T∩Ω)

)1/2
.

(4.3.2)

The inverse triangle inequality shows that

|η◦(T• ∩ T◦)− η•(T• ∩ T◦)|2

≤
(( ∑

T∈T•∩T◦

h2T ∥f −PU◦∥2L2(T )

)1/2
−
( ∑

T∈T•∩T◦

h2T ∥f −PU•∥2L2(T )

)1/2)2

+
(( ∑

T∈T•∩T◦

hT ∥[DνU◦]∥2L2(∂T∩Ω)

)1/2
−
( ∑

T∈T•∩T◦

hT ∥[DνU•]∥2L2(∂T∩Ω)

)1/2)2

≤ α•,◦(T• ∩ T◦)2. (4.3.3)

It remains to control the term α•,◦(T• ∩ T◦). We consider an arbitrary set S ⊆ T◦. We
use the inverse triangle inequality and the inverse inequality (S1) in combination with
nestedness (S2), to see that the volume residual part satisfies that

(∑

T∈S

h2T ∥P(U◦ − U•)∥2L2(T )

)1/2
! ∥U◦ − U•∥H1(Ω).

To deal with the jump part of α•,◦(S), let T1 ∈ S be arbitrary, and T2 ∈ T◦ with dim(T1 ∩
T2) = d− 1, where dim(·) denotes the dimension. We set E := T1 ∩ T2 ∈ E◦,T1 . Note that
the number of such elements T2 is uniformly bounded due to (M1). Then, the definition of
[·] and local quasi-uniformity (M2) show that

hT1∥[Dν(U◦ − U•)]∥2L2(E) = hT1∥Dν1(U◦ − U•)|T1 +Dν2(U◦ − U•)|T2∥2L2(E)

! hT1

d∑

i=1

∥∂i(U◦ − U•)|T1∥2L2(∂T1)
+ hT2

d∑

i=1

∥∂i(U◦ − U•)|T2∥2L2(∂T2)
. (4.3.4)
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For v = (v1, . . . , vD) ∈ H1(Ω)D, we abbreviate ∇v := (∇v1, . . . ,∇vD) ∈ L2(Ω)D
2
. To

estimate the first summand, we apply the trace inequality (M3) and the inverse inequality
(S1) in combination with nestedness (S2), and see for i ∈ {1, . . . , d} that

hT1∥∂i(U◦ − U•)|T1∥2L2(∂T1)
! ∥∂i(U◦ − U•)∥2L2(T1)

+ hT1∥∂i(U◦ − U•)∥L2(T1)∥∇(∂i(U◦ − U•))∥L2(T1) ! ∥U◦ − U•∥2H1(T1)
.

(4.3.5)

The second summand of (4.3.4) is estimated similarly. Altogether, we have deduced that

α•,◦(S) ≤ Cstab ∥U◦ − U•∥H1(Ω). (4.3.6)

where the constant Cstab depends only on (M1)–(M3), (S1), as well as on d,D, ∥A∥W 1,∞(Ω),
∥b∥L∞(Ω), ∥c∥L∞(Ω), and diam(Ω). Thus, (4.3.3) concludes the proof of (E1).

4.3.3 Reduction on refined elements (E2)

Similarly as in [CKNS08, Corollary 3.4], we show that the assumptions (M1)–(M3), (R2)–
(R3), and (S1)–(S2) imply reduction on refined elements (E2), i.e., the existence of Cred ≥ 1
and 0 < ρred < 1 such that all T• ∈ T and all T◦ ∈ refine(T•) satisfy that

η◦(T◦ \ T•)2 ≤ ρred η•(T•\T◦)2 + Cred∥U◦ − U•∥2H1(Ω).

With this, we can fix the constant Cϱ > 0 for the perturbations (4.3.1) as

Cϱ := max(Cstab, C
1/2
red ). (4.3.7)

First, we apply the triangle inequality and the Young’s inequality, and use the definition
of α•,◦(T◦ \ T•) from (4.3.2) to see for arbitrary δ > 0 that

η◦(T◦ \ T•)2 ≤ (1 + δ−1)α•,◦(T◦ \ T•)2

+ (1 + δ)
( ∑

T∈T◦\T•

h2T ∥f −PU•∥2L2(T ) + hT ∥[DνU•]∥2L2(∂T∩Ω)

)
.

According to (4.3.6), there holds that α◦(U◦, U•) ! ∥U◦−U•∥H1(Ω). To control the volume
residual term, we use (R2)–(R3)

∑

T∈T◦\T•

h2T ∥f −PU•∥2L2(T ) ≤
∑

T ′∈T•\T◦

ρ2/dson h
2
T ′

∑

T∈T◦
T⊂T ′

∥f −PU•∥2L2(T )

= ρ2/dson

∑

T ′∈T•\T◦

h2T ′∥f −PU•∥2L2(T ′).

With the same arguments, we can also estimate the jump term. Here, we additionally use
the fact that [DνU•] = 0 on (∂T \∂T ′)∩Ω for all sons T ! T ′ of an element T ′ ∈ T•, which
follows from U•|T ′ ∈ H2(T ′)D. This gives

∑

T∈T◦\T•

hT ∥[DνU•]∥2L2(∂T∩Ω) ≤
∑

T ′∈T•\T◦

ρ1/dsonhT ′

∑

T∈T◦
T⊂T ′

∥[DνU•]∥2L2(∂T∩Ω)

= ρ1/dson

∑

T ′∈T•\T◦

∥[DνU•]∥2L2(∂T ′∩Ω).
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Choosing δ > 0 sufficiently small, we conclude the proof of (E2), where the constants
Cred and ρred depend only on (M1)–(M3), (R2)–(R3), (S1) as well as on d,D, ∥A∥W 1,∞(Ω),
∥b∥L∞(Ω), ∥c∥L∞(Ω), and diam(Ω).

4.3.4 General quasi-orthogonality (E3)

According to Theorem 2.3.1 (i), Section 4.3.1, Section 4.3.2 and Section 4.3.3 already imply
estimator convergence limℓ→∞ ηℓ = 0. Therefore, reliability (4.2.20), which will be proved
in Section 4.3.7 below, implies error convergence limℓ→∞ ∥u−Uℓ∥H1(Ω) = 0. In particular,

we obtain that u ∈ X∞ =
⋃

ℓ∈N0
Xℓ. Similarly as in [FFP14, Proof of Theorem 4.1], we

show that the latter inclusion u ∈ X∞, reliability (4.2.20), and (S2) imply general quasi-
orthogonality (E3), i.e., the existence of

0 ≤ εqo < sup
δ>0

1− (1 + δ)(1 − (1− ρred)θ)

2 + δ−1
, (4.3.8)

and Cqo ≥ 1 such that

ℓ+N∑

j=ℓ

(Cϱ∥Uj+1 − Uj∥2H1(Ω) − εqoη
2
j ) ≤ Cqoη

2
ℓ for all ℓ, N ∈ N0. (4.3.9)

Recall that we already fixed the constant Cϱ in (4.3.7). The key ingredient is provided
by the following Lemma 4.3.2 which stems from [FFP14, Proposition 3.6]. There, the
assertion is formulated in a more concrete setting. However, the generalization to Hilbert
spaces is straightforward and is also found in [BHP17, Lemma 18]. The proof is only given
for completeness and requires the assertion of the next lemma.

Lemma 4.3.1. Let H be a Hilbert space with dual space H∗, and let (Hℓ)ℓ∈N0 be a nested
sequence of subspaces with Hℓ ⊆ Hℓ+1 ⊆ H for all ℓ ∈ N0. Further, let B : H → H∗ be a
continuous linear operator which is elliptic, i.e., there exists a constant C > 0 such that

∥y∥2H ≤ C ⟨By , y⟩ for all y ∈ H. (4.3.10)

For given F ∈ H∗, let x ∈ H denote the unique solution to

Bx = F. (4.3.11)

Suppose that x ∈ H∞ :=
⋃

ℓ∈N0
Hℓ, and let Xℓ be the corresponding Galerkin approxima-

tions in Hℓ. Then, the sequences (eℓ)ℓ∈N0 and (Eℓ)ℓ∈N0 defined by

eℓ :=

{
x−Xℓ

∥x−Xℓ∥H
for x ̸= Xℓ,

0 else,
and Eℓ :=

{
Xℓ+1−Xℓ

∥Xℓ+1−Xℓ∥H
for Xℓ+1 ̸= Xℓ,

0 else.
(4.3.12)

converge weakly to zero.
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Proof. We only prove the assertion for the sequence (eℓ)ℓ∈N0 , the weak convergence of
(Eℓ)ℓ∈N0 follows along the same lines. We show that every subsequence (eℓj )j∈N0 has
itself a subsequence (eℓjk )k∈N0 which converges weakly to zero, which concludes the proof.
Boundedness ∥eℓ∥H ≤ 1 implies by the Banach–Alaoglu theorem the existence of (eℓjk )k∈N0

such that eℓjk ⇀ y for some y ∈ H. It remains to show that y = 0. We apply Mazur’s
lemma, which states that closed convex sets are weakly closed, and obtain that y ∈ H∞.
Now, let n ∈ N0 and Yn ∈ Hn arbitrary but fixed. Due to Galerkin orthogonality there
holds that

0 = ⟨B(x−Xℓjk
) , Yn⟩ for ℓjk ≥ n.

In particular, we derive that ⟨Beℓjk , Yn⟩ = 0. Therefore, weak convergence leads to
⟨By , Yn⟩ = 0. By definition of H∞ ∋ y and since Yn was arbitrary, this yields that
⟨By , y⟩ = 0. With ellipticity (4.3.10), we conclude that y = 0 and thus the proof.

Lemma 4.3.2. Under the assumptions of Lemma 4.3.1, we additionally suppose that the
corresponding operator B can be written as B = A + C with continuous linear operators
A,C : H → H∗, where A is symmetric, i.e.,

⟨Ay , z⟩ = ⟨Az , y⟩ for all y, z ∈ H, (4.3.13)

and C is compact. We define

∥y∥B := ⟨By , y⟩1/2 for all y ∈ H. (4.3.14)

Then, for all 0 < δ < 1, there exists an index ℓ0 ∈ N0 such that

∥x−Xℓ+1∥2B + ∥Xℓ+1 −Xℓ∥2B ≤ 1

1− δ
∥x−Xℓ∥2B for all ℓ ≥ ℓ0. (4.3.15)

Proof. Elementary algebra shows for all ℓ ∈ N0 that

∥x−Xℓ+1∥2B + ∥Xℓ+1 −Xℓ∥2B + ⟨B(x−Xℓ+1) , Xℓ+1 −Xℓ⟩
= ∥x−Xℓ∥2B − ⟨B(Xℓ+1 −Xℓ) , x−Xℓ+1⟩.

Note that the third summand vanishes due to Galerkin orthogonality and nestedness of the
ansatz spaces, i.e.,

∥x−Xℓ+1∥2B + ∥Xℓ+1 −Xℓ∥2B = ∥x−Xℓ∥2B − ⟨B(Xℓ+1 −Xℓ) , x−Xℓ+1⟩. (4.3.16)

Note that, if B was symmetric, the last term would vanish too. The difficulty comes with
the non-symmetric part C. Exploiting the symmetry of A, we see that

∣∣⟨B(Xℓ+1 −Xℓ) , x−Xℓ+1⟩
∣∣ =

∣∣⟨A(x−Xℓ+1) , Xℓ+1 −Xℓ⟩+ ⟨C(Xℓ+1 −Xℓ) , x−Xℓ+1⟩
∣∣

≤
∣∣⟨B(x−Xℓ+1) , Xℓ+1 −Xℓ⟩

∣∣+
∣∣⟨C(x−Xℓ+1 , Xℓ+1 −Xℓ⟩

∣∣

+
∣∣⟨C(Xℓ+1 −Xℓ) , x−Xℓ+1⟩

∣∣.
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Using again Galerkin orthogonality, we derive that
∣∣⟨B(Xℓ+1 −Xℓ) , x−Xℓ+1⟩

∣∣ ≤
∣∣⟨C(x−Xℓ+1 , Xℓ+1 −Xℓ⟩

∣∣+
∣∣⟨C(Xℓ+1 −Xℓ) , x−Xℓ+1⟩

∣∣

≤ ∥Ceℓ+1∥H∗∥x−Xℓ+1∥H∥Xℓ+1 −Xℓ∥H + ∥CEℓ∥H∗∥Xℓ+1 −Xℓ∥H∥x−Xℓ+1∥H
=
(
∥Ceℓ+1∥H∗ + ∥CEℓ∥H∗

)
∥x−Xℓ+1∥H∥Xℓ+1 −Xℓ∥H.

Recall that compact operators transfer weak convergence into strong convergence. Since
eℓ+1, Eℓ ⇀ 0 as ℓ → ∞, we see that Ceℓ+1,CEℓ → 0 in H∗ as ℓ → ∞. In particular, for all
ϵ > 0, this provides some ℓ0 ∈ N0 such that

∥Ceℓ+1∥H∗ + ∥CEℓ∥H∗ ≤ ϵ for all ℓ ≥ ℓ0. (4.3.17)

From now on, let ℓ ≥ ℓ0. We obtain that
∣∣⟨B(Xℓ+1 −Xℓ) , x−Xℓ+1⟩

∣∣ ≤ ϵ ∥x−Xℓ+1∥H∥Xℓ+1 −Xℓ∥H.

We plug this into (4.3.16) and use ellipticity (4.3.10) to see that

∥x−Xℓ+1∥2B + ∥Xℓ+1 −Xℓ∥2B ≤ ∥x−Xℓ∥2B + ϵ ∥x−Xℓ+1∥H∥Xℓ+1 −Xℓ∥H
≤ ∥x−Xℓ∥2B + Cϵ

(
∥x−Xℓ+1∥2B + ∥Xℓ+1 −Xℓ∥2B

)
.

Choosing ϵ = C−1δ concludes the proof.

We come to the proof of (E3) itself.
Step 1: We show that our concrete setting fits into the framework of Lemma 4.3.2. We
choose H := H1

0 (Ω)
D with H∗ = (H1

0 (Ω)
D)∗ and Hℓ := Xℓ for all ℓ ∈ N0. Note that, with

H−1(Ω) := H1
0 (Ω)

∗, H−1(Ω)D is a realization of (H1
0 (Ω)

D)∗ with equivalent norms. The
involved operators are defined as

⟨Av , w⟩ :=
∫

Ω

d∑

i=1

d∑

i′=1

(Aii′∂i′v) · ∂iw dx for all v,w ∈ H1
0 (Ω)

D. (4.3.18)

and

⟨Cv , w⟩ :=
∫

Ω

d∑

i=1

(bi∂iv) · w + (cv) · w dx for all v,w ∈ H1
0 (Ω)

D. (4.3.19)

which gives ⟨B · , ·⟩ = ⟨· , ·⟩P. Due to our assumption A⊤
ii′ = Ai′i, A is symmetric. Rellich’s

compactness theorem easily implies that C is compact; see, e.g., [FFP14, Lemma 3.4].
Finally, we fix the right-hand side as

F (v) :=

∫

Ω
f · v dx for all v ∈ H1

0 (Ω)
D. (4.3.20)

Recall that we already observed at the beginning of the current subsection that u ∈ X∞.
Step 2: Let εqo > 0 with (4.3.8) and 0 < δ < 1 be sufficiently small such that

0 <
CϱCell

1− δ
− εqo(CrelCcont)

−2 ≤ CϱCell. (4.3.21)
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Further, let ℓ0 ∈ N0 be the corresponding index with (4.3.15). With this, reliability (4.2.20),
and ellipticity (4.1.4), we get for all ℓ ≥ ℓ0 and N ∈ N0 that

ℓ+N∑

j=ℓ

(Cϱ∥Uj+1 − Uj∥2H1(Ω) − εqoη
2
j ) ≤

ℓ+N∑

j=ℓ

(Cϱ∥Uj+1 − Uj∥2H1(Ω) − εqoC
−2
rel ∥u− Uj∥2H1(Ω))

≤
ℓ+N∑

j=ℓ

(CϱCell

1− δ
∥u− Uj∥2B −CϱCell∥u− Uj+1∥2B − εqoC

−2
rel ∥u− Uj∥2H1(Ω)

)
.

With continuity (4.1.3) and (4.3.21), we proceed

≤
ℓ+N∑

j=ℓ

((CϱCell

1− δ
− εqo(CrelCcont)

−2
)
∥u− Uj∥2B − CϱCell∥u− Uj+1∥2B

)

≤
(CϱCell

1− δ
− εqo(CrelCcont)

−2
) ℓ+N∑

j=ℓ

(
∥u− Uj∥2B − ∥u− Uj+1∥2B

)

≤
(CϱCell

1− δ
− εqo(CrelCcont)

−2
)
∥u− Uℓ∥2B ≤

(CϱCell

1− δ
− εqo(CrelCcont)

−2
)
Ccont∥u− Uℓ∥2H1(Ω).

Reliability (4.2.20) concludes the proof for ℓ ≥ ℓ0. It remains to consider 0 ≤ ℓ < ℓ0. To
that end, we define

Cmax := max
ℓ∈{0,...ℓ0−1}

∥u− Uℓ∥−2
H1(Ω)

ℓ0−1∑

j=ℓ

Cϱ∥Uj+1 − Uj∥2H1(Ω).

With the convention ∞ · 0 = 0, this term is well-defined, since ∥u − Uℓ∥H1(Ω) = 0 implies
due to nestedness (S2) of the ansatz spaces that u = Uℓ = Uj for all j ≥ ℓ and therefore
also ∥Uj+1 − Uj∥H1(Ω) = 0. The previous estimate and reliability (4.2.20) imply that

ℓ+N∑

j=ℓ

(Cϱ∥Uj+1 − Uj∥2H1(Ω) − εqoη
2
j )

≤
ℓ0−1∑

j=ℓ

Cϱ∥Uj+1 − Uj∥2H1(Ω) +
ℓ+N∑

j=ℓ0

(Cϱ∥Uj+1 − Uj∥2H1(Ω) − εqoη
2
j ) ! ∥u− Uℓ∥2H1(Ω) ! η2ℓ .

Altogether, this concludes the proof of (4.3.9), where Cqo depends only on the dimensionD,
the chosen εqo, the perturbation constant Cϱ, the reliability constant Crel, the coefficients
of P, and the sequence (Uℓ)ℓ∈N0 .

Remark 4.3.3. If the bilinear form ⟨· , ·⟩P is symmetric, (4.3.9) follows from the Pythago-
ras theorem ∥u − Uj∥2P + ∥Uj+1 − Uj∥2P = ∥u − Uj∥2P in the P-induced energy norm

∥v∥2P := ⟨v , v⟩P and norm equivalence

ℓ+N∑

j=ℓ

∥Uj+1 − Uj∥2H1(Ω) ≃
ℓ+N∑

j=ℓ

∥Uj+1 − Uj∥2P = ∥u− Uℓ∥2P − ∥u− Uℓ+N∥2P ! ∥u− Uℓ∥2H1(Ω).

Together with reliability (4.2.20), this proves (4.3.9) even for εqo = 0, and Cqo is indepen-
dent of the sequence (Uℓ)ℓ∈N0 .
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4.3.5 Discrete reliability (E4)

Under the assumptions (M1), (M3), (4.2.6), and (S2)–(S6), we show that there exist
Cdrel, Cref ≥ 1 such that for all T• ∈ T and all T◦ ∈ refine(T•), the subset R•,◦ :=
Πqloc

• (T• \ T◦) ⊆ T• satisfies that

Cϱ∥U◦ − U•∥H1(Ω) ≤ Cdrel η•(R•,◦), T• \ T◦ ⊆ R•,◦, and #R•,◦ ≤ Cref(#T◦ −#T•).

The last two properties are obvious with Cref = Cqloc
patch by validity of (M1), (S3), and

(4.2.6). For the first property, we argue as in [Ste07, Theorem 4.1]: Ellipticity (4.1.4),
e◦ := U◦ − U• ∈ X◦ (which follows from (S2)), and Galerkin orthogonality (4.2.9) with
V• := J•e◦ ∈ X• prove that

∥U◦ − U•∥2H1(Ω) ! ⟨e◦ , e◦⟩P = ⟨e◦ , (1− J•)e◦⟩P.

The Galerkin formulation (4.2.8) and nestedness (S2) yield that

=

∫

Ω
f · (1− J•)e◦ dx− ⟨U• , (1− J•)e◦⟩P.

We split Ω into elements T ∈ T• and apply elementwise integration by parts, where we
denote the conormal derivative by Dν(·) (see (4.2.11)). With U•|T ∈ H2(T )D, this leads to

=
∑

T∈T•

(∫

T
(f −PU•) · (1− J•)e◦ dx+

∫

∂T
(DνU•) (1− J•)e◦ ds

)
. (4.3.22)

The properties (S3)–(S4) immediately prove for any V◦ ∈ X◦ that

J•V◦ = V◦ on Ω \ πqloc• (T• \ T◦) = Ω\
⋃

R•,◦ =
⋃

(T•\R•,◦).

Hence, the sum in (4.3.22) reduces from T ∈ T• to T ∈ R•,◦. Since (1 − J•)e◦ ∈ H1
0 (Ω)

D,
we have that (1− J•)e◦ = 0 on ∂(

⋃
R•,◦) in the sense of traces. We define the set of facets

E•,◦ :=
{
T1 ∩ T2 : T1, T2 ∈ R•,◦ ∧ dim(T1 ∩ T2) = d− 1

}
. Almost all x ∈

⋃
E•,◦ belong to

precisely two elements with opposite normal vectors. Hence,

∑

T∈R•,◦

∫

∂T
(DνU•) (1 − J•)e◦ ds =

∑

T∈R•,◦

∫

∂T∩Ω
(DνU•) (1 − J•)e◦ ds

≤
∑

E∈E•,◦

∫

E

∣∣[DνU•] (1− J•)e◦
∣∣ ds =

1

2

∑

T∈R•,◦

∫

∂T∩Ω

∣∣[DνU•](1− J•)e◦
∣∣ ds.

Altogether, we have derived that

∥U◦ − U•∥2H1(Ω) !
∑

T∈R•,◦

(∫

T
(f −PU•)(1 − J•)e◦ dx+

∫

∂T∩Ω

∣∣[DνU•](1− J•)e◦
∣∣ ds
)

≤
∑

T∈R•,◦

(
hT ∥f −PU•∥L2(T ) h

−1
T ∥(1− J•)e◦∥L2(T ) (4.3.23)

+ h1/2T ∥[DνU•]∥L2(∂T∩Ω) h
−1/2
T ∥(1− J•)e◦∥L2(∂T∩Ω)

)
.
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By (M3), (S5), and (S6), we have that

h−1
T ∥(1− J•)e◦∥L2(T ) + h−1/2

T ∥(1 − J•)e◦∥L2(∂T∩Ω) ! ∥U◦ − U•∥H1(πqsz
• (T )).

Plugging this into (4.3.23) and using the Cauchy–Schwarz inequality, we obtain that

∥U◦ − U•∥2H1(Ω) !
( ∑

T∈R•,◦

η•(T )
2
)1/2( ∑

T∈R•,◦

∥U◦ − U•∥2H1(πqsz
• (T ))

)1/2
.

With (M1), the second factor is controlled by ∥U◦ − U•∥H1(Ω). This concludes the current
section, and Cdrel depends only on Cϱ, d,D,Cell, (M1), (M3), and (S2)–(S6).

4.3.6 Refinement axioms (T1)–(T3).

Clearly, the properties (R1), (R4), and (R5) are even slightly stronger versions of the axioms
(T1)–(T3).

4.3.7 Reliability (4.2.20)

Note that osc• ≤ η• follows immediately from their definitions (4.2.13)–(4.2.14). If one
replaces U◦ ∈ X◦ by the exact solution u ∈ H1

0 (Ω)
D, R•,◦ by T•, and Cϱ by 1, reliability

(4.2.20) follows along the lines of Section 4.3.5, but now, (S2)–(S4) are not needed for the
proof.

4.3.8 Efficiency (4.2.21)

We prove efficiency in three steps.
Step 1: As in [NV11, Theorem 7], we show that the assumptions (M1)–(M4) and (O1)–
(O4) imply that

η• ! ∥u− U•∥H1(Ω) + osc•(U•). (4.3.24)

First, we bound the volume residual part of η•. We abbreviate r• := f −PU•. For all
T ∈ T•, there holds with the triangle inequality and (O1) that

hT ∥r•∥L2(T ) ≤ hT ∥P•,T r•∥L2(T ) + hT ∥(1− P•,T )r•∥L2(T )

! ∥P•,T r•∥H−1(T ) + hT ∥(1− P•,T )r•∥L2(T )

≤ ∥r•∥H−1(T ) + ∥(1− P•,T )r•∥H−1(T ) + hT ∥(1− P•,T )r•∥L2(T ). (4.3.25)

Elementary calculations show that

∥r•∥H−1(T ) ≃ sup
{∫

T
r• · v dx : v ∈ H1

0 (T )
D ∧ ∥v∥H1(T ) = 1

}
, (4.3.26)

where the hidden constants depend only on the dimension D. Moreover, the definition
(4.1.5) of the weak solution u as well as partial integration yield that

= sup
{
⟨u− U• , v⟩P : v ∈ H1

0 (T )
D ∧ ∥v∥H1(T ) = 1

}
(4.3.27)
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Since ⟨· , ·⟩P is continuous (see (4.1.3)), the latter term can be bounded up to some multi-
plicative constant by ∥u−U•∥H1(T ). Due to (M4), the second summand of (4.3.25) can be
bounded by hT ∥(1 − P•,T )r•∥L2(T ). Thus, we conclude that

h2T ∥r•∥2L2(T ) ! ∥u− U•∥2H1(T ) + h2T ∥(1 − P•,T )r•∥2L2(T ). (4.3.28)

Now, we come to the jump part of η•. Let T, T ′ ∈ T• and E := T ∩ T ′ ∈ E•,T an interior

(d − 1)-dimensional edge of T . We abbreviate j• := [DνU•] and j̃• := L•,E(P•,E j•) ∈
H1

0 (T ∪ T ′). We start with the simple observation that

h1/2T ∥j•∥L2(E) ≤ h1/2T ∥P•,E j•∥L2(E) + h1/2T ∥(1− P•,E)j•∥L2(E). (4.3.29)

It remains to estimate the first summand. (O2) shows that

∥P•,E j•∥2L2(E) !

∫

E
j̃• · P•,E j• dx

=

∫

E
j̃• · (P•,E − 1)j• dx+

∫

E
j̃• · j• dx (4.3.30)

To control the first summand of (4.3.30), we apply the Cauchy–Schwarz inequality as well
as the trace inequality (M3) in combination with (O3)–(O4)

∣∣∣
∫

E
j̃• · (P•,E − 1)j• dx

∣∣∣ ≤ ∥j̃•∥L2(E)∥(1 − P•,E)j•∥L2(E) ! ∥P•,E j•∥L2(E)∥(1 − P•,E)j•∥L2(E)

To control the second summand of (4.3.30), we note that the definition (4.1.5) of the weak
solution u as well as partial integration on T and T ′ yield that

∫

E
j̃• · j• dx = −

∫

T∪T ′
r• · j̃• dx+ ⟨u− U• , j̃•⟩P.

The Cauchy–Schwarz inequality and continuity (4.1.3) of ⟨· , ·⟩P imply that

∣∣∣
∫

E
j̃• · j• dx

∣∣∣ ! ∥r•∥L2(T∪T ′)∥j̃•∥L2(T∪T ′) + ∥u− U•∥H1(T∪T ′)∥j̃•∥H1(T∪T ′).

Note that the Friedrichs inequality applied on a ball of diameter diam(Ω) which covers
Ω, shows that ∥j̃•∥H1(T∪T ′) ! ∥∇j̃•∥L2(T∪T ′), where the hidden constant depends only on
the dimensions d,D and diam(Ω). Therefore, we obtain with the stability assumptions
(O3)–(O4) and the shape-regularity (M2) that

∣∣∣
∫

E
j̃• · j• dx

∣∣∣ ≤
(
h1/2T ∥r•∥L2(T∪T ′) + h−1/2

T ∥u− U•∥H1(T∪T ′)

)
∥P•,E j•∥L2(E).

Plugging everything into (4.3.30) and dividing by ∥P•,E j•∥L2(E), we end up with

∥P•,E j•∥L2(E) ! ∥(1− P•,E)j•∥L2(E) + h1/2T ∥r•∥L2(T∪T ′) + h−1/2
T ∥u− U•∥H1(T∪T ′).
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Together with (4.3.29), we obtain that

hT ∥j•∥2L2(E) ! hT ∥(1 − P•,E)j•∥2L2(E) + ∥u− U•∥2H1(T∪T ′) + h2T ∥r•∥2L2(T∪T ′). (4.3.31)

To obtain (4.3.24), we finally combine (4.3.28) and (4.3.31), sum over all elements, and
apply the property (M1)

η2• =
∑

T∈T•

h2T ∥r•∥2L2(T ) + hT ∥j•∥2L2(∂T∩Ω) !
∑

T∈T•

∑

T ′∈T•
dim(T∩T ′)=d−1

(
∥u− U•∥2H1(T∪T ′)

+ h2T ∥(1 − P•,T )r•∥2L2(T ) + h2T ′∥(1− P•,T ′)r•∥2L2(T ′) + hT ∥(1− P•,E)j•∥2L2(E)

)

! ∥u− U•∥2H1(Ω) + osc•(U•)
2.

Step 2: As in [CKNS08, Proposition 3.3], we show that the assumptions (M1)–(M3)
and (S1) imply for all V• ∈ X• that

osc(U•) ! osc•(V•) + ∥U• − V•∥H1(Ω). (4.3.32)

Let T ∈ T•. With the triangle inequality, we see that

osc•(U•, T )
2 = h2T ∥(1− P•,T )(f −PU•)∥2L2(T ) +

∑

E∈E•,T

hT ∥(1− P•,E)[DνU•]∥2L2(E)

! h2T ∥(1 − P•,T )(f −PV•)∥2L2(T ) +
∑

E∈E•,T

hT ∥(1− P•,E)[DνV•]∥2L2(E)

+ h2T ∥(1− P•,T )P(U• − V•)∥2L2(T ) +
∑

E∈E•,T

hT ∥(1− P•,E)[Dν(U• − V•)])∥2L2(E)

Hence, stability of orthogonal projections (with constant one) yields that

osc•(U•, T )
2 ! osc•(V•, T )

2 + h2T ∥P(U• − V•)∥2L2(T ) +
∑

E∈E•,T

hT ∥[Dν(U• − V•)])∥2L2(E).

Due to the inverse estimate (S1), the second summand can be bounded up to some mul-
tiplicative constant by ∥U• − V•∥2H1(T ). The third one can be bounded up to some multi-

plicative constant as in (4.3.4)–(4.3.5) by ∥U• − V•∥2H1(π•(T )). Summing over all elements

and taking into account (M1), we conclude (4.3.32).
Step 3: Step 2 in combination with the triangle inequality and the Céa lemma (4.2.10)
show for all V• ∈ X• that

∥u− U•∥H1(Ω) + osc•(U•)
(4.3.32)

! ∥u− U•∥H1(Ω) + osc•(V•) + ∥U• − V•∥H1(Ω)

(4.2.10)

! ∥u− V•∥H1(Ω) + osc•(V•).

This proves that ∥u−U•∥H1(Ω)+osc•(U•) ≃ infV•∈X•

(
∥u−V•∥H1(Ω)+osc•(V•)

)
. Combining

this observation with Step 1, we conclude efficiency (4.2.21), where Ceff depends only on
(M1)–(M4), (S1) and (O1)–(O4), as well as on d,D, ∥A∥W 1,∞(Ω), ∥b∥L∞(Ω), ∥c∥L∞(Ω), Cell,
and diam(Ω).
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4.4 Finite element method with hierarchical splines

A similar version of the current section is already found in the recent own work [GHP17,
Section 3]. We introduce hierarchical splines in the physical domain Ω and propose a
local mesh-refinement strategy. We use the notation from Section 3.4, where we already
introduced hierarchical splines in the parameter domain Ω̂ := (0, 1)d. The main result
of this section is Theorem 4.4.6 which states that hierarchical splines together with the
proposed mesh-refinement strategy fit into the abstract setting of Section 4.2 and are hence
covered by Theorem 4.2.7. The proof of Theorem 4.4.6 is given in Section 4.5.

4.4.1 Parametrization of the physical domain

We assume that Ω can be parametrized via

γ : Ω̂ → Ω with γ ∈ W 1,∞(Ω̂) ∩ C2(T̂0) and γ−1 ∈ W 1,∞(Ω) ∩ C2(T0), (4.4.1)

where C2(T̂0) :=
{
v : Ω̂ → R : v̂|T̂ ∈ C2(T̂ ) for all T̂ ∈ T̂0

}
resp. C2(T0) :=

{
v : Ω →

R : v|T ∈ C2(T ) for all T ∈ T0
}
. Consequently, there exists Cγ > 0 such that for all

i, j, k ∈ {1, . . . , d}
∥∥∥
∂

∂tj
γi
∥∥∥
L∞(Ω̂)

≤ Cγ ,
∥∥∥
∂

∂xj
(γ−1)i

∥∥∥
L∞(Ω)

≤ Cγ ,

∥∥∥
∂2

∂tj∂tk
γi
∥∥∥
L∞(Ω̂)

≤ Cγ ,
∥∥∥

∂2

∂xj∂xk
(γ−1)i

∥∥∥
L∞(Ω)

≤ Cγ ,

(4.4.2)

where γi resp. (γ−1)i denote the i-th component of γ resp. γ−1 and the second derivatives
are defined elementwise.

4.4.2 Hierarchical meshes and splines in the physical domain

Let (p1, . . . , pd) be a vector of fixed positive polynomial degrees in N, and set

pmax := max
i∈{1,...,d}

pi. (4.4.3)

Let

K̂0 = (K̂1(0), . . . , K̂d(0)) (4.4.4)

be a fixed initial d-dimensional vector of pi-open knot vectors as in Section 3.3.2, where we
additionally suppose that all interior knots ti(0),j ∈ (0, 1) even satisfy that

#i(0)ti(0),j ≤ pi for all i ∈ {1, . . . , d}, j ∈ {2 + pi, . . . , Ni(0) − 1}. (4.4.5)

For an arbitrary hierarchical mesh T̂•, we define the space of all hierarchical splines which
vanish (in the sense of traces) at the boundary as

X̂• := Ŝ(p1,...,pd)
0 (K̂0, T̂•)D :=

{
V̂• ∈ Ŝ(p1,...,pd)(K̂0, T̂•)D : V̂•|∂Ω̂ = 0

}

⊂
{
v̂ ∈ W 1,∞

0 (Ω̂)D : v̂|T ∈ C∞(T̂ )D for all T̂ ∈ T̂•
}
.

(4.4.6)
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In order to transform the definitions from the parameter domain Ω̂ to the physical do-
main Ω, we use the parametrization from Section 4.4.1. All definitions can now also be
made in the physical domain, just by pulling them from the parameter domain via the
diffeomorphism γ from Section 4.4.1. For these definitions, we drop the symbol ·̂. If
T̂• is a hierarchical mesh, we define the corresponding mesh in the physical domain as
T• :=

{
γ(T̂ ) : T̂ ∈ T̂•

}
. In particular, we have that T0 =

{
γ(T̂ ) : T̂ ∈ T̂0

}
. Moreover, let

T :=
{
T• : T̂• ∈ T̂

}
denote the set of all admissible meshes in the physical domain, where

T̂ is the set of all admissible meshes in the sense of Section 3.4.4. For a hierarchical mesh
T•, let X• :=

{
V̂• ◦ γ−1 : V̂• ∈ X̂•

}
be the the corresponding hierarchical spline space. By

regularity of γ, we particularly obtain that

X• ⊂
{
v ∈ W 1,∞

0 (Ω)D : v|T ∈ C2(T )D for all T ∈ T•
}

⊂
{
v ∈ H1

0 (Ω)
D : v|T ∈ H2(T )D for all T ∈ T•

}
.

(4.4.7)

4.4.3 Refinement of hierarchical meshes

In this section, we present a concrete refinement algorithm to specify the setting of Sec-
tion 4.2.2. We start in the parameter domain. Recall that we call a hierarchical mesh T̂◦
finer than another hierarchical mesh T̂• if Ω̂k

• ⊆ Ω̂k
◦ for all k ∈ N0; see (3.4.9). This just

means that T̂◦ is obtained from T̂• by iterative dyadic bisections of the elements in T̂•. To
bisect an element T̂ ∈ T̂•, one just has to add it to the set Ω̂level(T̂ )+1

• ; see (4.4.10) below.
In this case, the corresponding spaces are nested according to (3.4.18), i.e.,

X̂• ⊆ X̂◦. (4.4.8)

Let T̂• be a hierarchical mesh and T̂ ∈ T̂•. With the set of neighbors N•(T̂ ) =
{
T̂ ′ ∈

T̂• : ∃β̂ ∈ B̂• T̂ , T̂ ′ ⊆ supp(β̂)
}
from (3.4.24), we define the set of bad neighbors

Nbad
• (T̂ ) :=

{
T̂ ′ ∈ N•(T̂ ) : level(T̂ ′) = level(T̂ )− 1

}
. (4.4.9)

Algorithm 4.4.1. Input: Hierarchical mesh T̂• , marked elements M̂• =: M̂(0)
• ⊆ T̂•.

(i) Iterate the following steps (a)–(b) for i = 0, 1, 2, . . . until Û (i)
• = ∅:

(a) Define Û (i)
• :=

⋃
T̂∈M̂(i)

•

{
T̂ ′ ∈ T̂• \ M̂(i)

• : T̂ ′ ∈ Nbad
• (T̂ )

}
.

(b) Define M̂(i+1)
• := M̂(i)

• ∪ Û (i)
• .

(ii) Dyadically bisect all T̂ ∈ M̂(i)
• by adding T̂ to the set Ω̂level(T̂ )+1

• and obtain a finer
hierarchical mesh T̂◦, where

Ω̂k
◦ = Ω̂k

• ∪
⋃{

T̂ ∈ M̂(i)
• : level(T̂ ) = k − 1

}
for all k ∈ N. (4.4.10)

Output: Refined mesh T̂◦ = refine(T̂•,M̂•).
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Clearly, refine(T̂•,M̂•) is finer than T̂•. For any hierarchical mesh T̂•, we define
refine(T̂•) as the set of all hierarchical meshes T̂◦ such that there exist hierarchical meshes

T̂(0), . . . , T̂(J) and marked elements M̂(0), . . . ,M̂(J−1) with T̂◦ = T̂(J) = refine(T̂(J−1),M̂(J−1)),

. . . , T̂(1) = refine(T̂(0),M̂(0)), and T̂(0) = T̂•. Note that refine(T̂•, ∅) = T̂•, wherefore
T̂• ∈ refine(T̂•). The following proposition characterizes the set refine(T̂•).

Proposition 4.4.2. If T̂• ∈ T̂, then refine(T̂•) coincides with the set of all admissible
hierarchical meshes T̂◦ ∈ T̂ (see Section 3.4.4) that are finer than T̂•.

Proof. We prove the assertion in four steps.
Step 1: We show that T̂◦ := refine(T̂•,M̂•) ∈ T̂ for any M̂• ⊆ T̂•. Let T̂ , T̂ ′ ∈ T◦
with T̂ ′ ∈ N◦(T̂ ), i.e., there exists β̂◦ ∈ B̂◦ with |T̂ ∩ supp(β̂◦)| ≠ 0 ̸= |T̂ ′ ∩ supp(β̂◦)|;
see (3.4.24). By Lemma 3.4.2, there exists some (not necessarily unique) β̂• ∈ B̂• with
supp(β̂◦) ⊆ supp(β̂•). We consider four different cases.

(i) Let T̂ , T̂ ′ ∈ T̂•. Then, |T̂ ∩ supp(β̂•)| ≠ 0 ̸= |T̂ ′ ∩ supp(β̂•)|, i.e., T̂ ′ ∈ N•(T̂ ) and
hence |level(T̂ )− level(T̂ ′)| ≤ 1 by T̂• ∈ T̂.

(ii) Let T̂ , T̂ ′ ∈ T̂◦ \ T̂•. Let T̂•, T̂ ′
• ∈ T̂• with T̂ ! T̂•, T̂ ′ ! T̂ ′

•. Then, it holds that

level(T̂ ) = level(T̂•) + 1, level(T̂ ′) = level(T̂ ′
•) + 1 as well as |T̂• ∩ supp(β̂•)| ≠ 0 ̸=

|T̂ ′
• ∩ supp(β̂•)|. By definition, it follows that T̂ ′

• ∈ N•(T̂•) and hence |level(T̂ ) −
level(T̂ ′)| = |level(T̂•)− level(T̂ ′

•)| ≤ 1 by T̂• ∈ T̂.

(iii) Let T̂ ∈ T̂◦ \ T̂•, T̂ ′ ∈ T̂•. Let T̂• ∈ T̂• with T̂ ! T̂•. Then, |T̂• ∩ supp(β̂•)| ̸= 0 ̸=
|T̂ ′ ∩ supp(β̂•)|, and |level(T̂•)− level(T̂ ′)| ≤ 1 by T̂• ∈ T̂. We argue by contradiction
and assume that |level(T̂ ) − level(T̂ ′)| > 1. Together with level(T̂•) + 1 = level(T̂ ),

this yields that level(T̂•) − 1 = level(T̂ ′). Hence, T̂ ′ ∈ Nbad
• (T̂•) with T̂• ∈ M̂(end)

• .

By Algorithm 4.4.1 (i), we get that T̂ ′ ∈ M̂(end)
• . This contradicts T̂ ′ ∈ T̂• and hence

proves that |level(T̂ )− level(T̂ ′)| ≤ 1.

(iv) Let T̂ ∈ T̂•, T̂ ′ ∈ T̂◦ \ T̂•. Since T̂ ′ ∈ N•(T̂ ) is equivalent to T̂ ∈ N•(T̂ ′), we argue as
in (iii) to conclude that |level(T̂ )− level(T̂ ′)| ≤ 1.

Step 2: It is clear that an arbitrary T̂◦ ∈ refine(T̂•) is finer than T̂•. By induction, Step 1
proves the inclusion refine(T̂•) ⊆ T̂.
Step 3: To prove the converse inclusion, let T̂◦ ∈ T̂ be an admissible mesh that is finer than
T̂•. Moreover, let T̂ ∈ T̂•\T̂◦. We show that T̂◦ is also finer than T̂⋆ := refine(T̂•, {T̂ }). We
argue by contradiction and suppose that T̂◦ is not finer than T̂⋆. Since refine bisects each
element of T̂• at most once, there exists a refined element T̂ (0) ∈ T̂•\T̂⋆ which is also in T̂◦,
i.e., T̂ (0) ∈ (T̂•\T̂⋆)∩ T̂◦. In particular, T̂ (0) ̸= T̂ ∈ T̂•\T̂◦. Thus, Algorithm 4.4.1 shows that
T̂ (0) ∈ Nbad

• (T̂ (1)) for some T̂ (1) ∈ T̂• \ T̂⋆. If T̂ (1) ∈ T̂◦ and hence T̂ (1) ∈ (T̂• \ T̂⋆) ∩ T̂◦, we
have again that T̂ (1) ̸= T̂ as well as T̂ (1) ∈ Nbad

• (T̂ (2)) for some T̂ (2) ∈ T̂• \ T̂⋆. Inductively,
we see the existence of T̂ (J−1) ∈ (T̂• \ T̂⋆) ∩ T̂◦ such that T̂ (J−1) ∈ Nbad

• (T̂ (J)) for some

T̂ (J) ∈ T̂• \ T̂⋆ with T̂ (J) ̸∈ T̂◦. In particular, this implies the existence of T̂ (J)
◦ ∈ T̂◦ with

T̂ (J)
◦ ! T̂ (J).

By definition of Nbad
• (·), we have that T̂ (J), T̂ (J−1) ⊆ supp(β̂) for some β̂ ∈ B̂• as well

as level(T̂ (J−1)) = level(T̂ (J)) − 1. Hence, (3.4.17) and T̂• ∈ T̂ show that k := level(β̂) =
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level(T̂ (J−1)). Since T̂ (J−1) ∈ T̂◦, (3.4.10) implies that T̂ (J−1) ̸⊆ Ω̂k+1
◦ and hence supp(β̂) ̸⊆

Ω̂k+1
◦ . Moreover, (3.4.13) shows that supp(β̂) ⊆ Ω̂k

• ⊆ Ω̂k
◦ . Using (3.4.13) again, we see

that β̂ ∈ B̂◦. Together with T̂ (J)
◦ , T̂ (J−1) ⊆ supp(β̂) and level(T̂ (J)

◦ ) ≥ level(T̂ (J)) + 1 =
level(T̂ (J−1)) + 2, this contradicts admissibility of T̂◦ ∈ T̂, and concludes the proof.
Step 4: Let again T̂◦ ∈ T̂ be an arbitrary admissible mesh that is finer than T̂•. Step 3 to-
gether with Step 2 shows that we can iteratively refine T̂• and obtain a sequence T̂(0), . . . , T̂(J)
with T̂• = T̂(0), T̂(j+1) = refine(T̂(j), {T̂(j)}) with some T̂(j) ∈ T̂(j)\T̂(j+1) for j = 1, . . . , J−1

and T̂(J) = T̂◦. By definition, this proves that T̂◦ ∈ refine(T̂•).

Finally, we transfer the definitions and results of this section to the physical domain
Ω. We say that a hierarchical mesh T◦ is finer than another hierarchical mesh T• if the
corresponding meshes in the parameter domain satisfy this relation, i.e., if T̂◦ is finer than
T̂•. In this case, there holds that

X• ⊆ X◦. (4.4.11)

If now M• ⊆ T• with a hierarchical mesh T•, we abbreviate M̂• :=
{
γ−1(T ) : T ∈ M•

}

and define refine(T•,M•) :=
{
γ(T̂ ) : T̂ ∈ refine(T̂•,M̂•)

}
. For an admissible T• ∈

T, we define refine(T•) similarly as in Section 4.2.2. According to Proposition 4.4.2,
refine(T•) coincides with the set of all T◦ ∈ T that are finer than T•. In particular, we
have that refine(T0) = T.

Remark 4.4.3. The works [BG16c, BGMP16] studied a related refinement strategy, where
N•(T̂ ) from (3.4.24) and Nbad

• (T̂ ) from (4.4.9) are replaced by

Ñ•(T̂ ) :=
{
T̂ ′ ∈ T̂• : ∃β̂ ∈ B̂uni(level(T̂ )) with |T̂ ∩ supp(β̂)| ≠ 0 ̸= |T̂ ′ ∩ supp(β̂)|

}
,

Ñ
bad
• (T̂ ) :=

{
T̂ ′ ∈ Ñ• : level(T̂ ′) = level(T̂ )− 1

}
.

(4.4.12)

There, the refinement strategy was designed for truncated hierarchical B-splines; see Sec-
tion 3.4.3. Compared to the hierarchical B-splines B̂•, those have generically a smaller, but
also more complicated and not necessarily connected support. Then, [BG16c, Corollary 17]
shows that the generated meshes are strictly admissible in the sense of [BG16c, BGMP16],
i.e., for all k ∈ N, it holds that

Ω̂k
• ⊆

⋃{
T̂ ∈ T̂uni(k−1) : ∀β̂ ∈ B̂uni(k−1)

(
T̂ ⊆ supp(β̂) =⇒ supp(β̂) ⊆ Ω̂k−1

•

)}
.

(4.4.13)

This definition actually goes back to [GJS14, Appendix A]. According to [BG16c, Sec-
tion 2.4], strictly admissible meshes satisfy a similar version of Proposition 3.4.3 for trun-
cated hierarchical B-splines. However, the example from Figure 4.1 shows that the proposi-
tion fails for hierarchical B-splines and the refinement strategy from [BG16c]. In particular,
strictly admissible meshes are not necessarily admissible in the sense of Section 3.4.4.
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Remark 4.4.4. Actually, the proposed refinement strategy of Algorithm 4.4.1 was designed
for hierarchical B-splines; see also Proposition 3.4.3. However, (3.4.22) implies that Propo-
sition 3.4.3 holds accordingly for truncated hierarchical B-splines. Moreover, if one applies
the refinement strategy of Algorithm 4.4.1, Proposition 3.4.7 shows that the computation
of the truncated hierarchical B-splines simplifies significantly.

4.4.4 Optimal convergence for hierarchical splines

Before we come to the main result of this section, we fix positive polynomial orders
(p′1, . . . , p

′
d) and define for T• ∈ T the space of transformed polynomials

P(Ω) :=
{
Ŵ ◦ γ : Ŵ is a tensor-product polynomial of order (p′1, . . . , p

′
d)
}

(4.4.14)

Remark 4.4.5. In order to obtain higher-order oscillations, the natural choice of the poly-
nomial orders is p′i ≥ 2pi − 1; see, e.g., [NV11, Section 3.1]. If X• ⊂ C1(Ω), it is sufficient
to choose p′i ≥ 2pi − 2; see Remark 4.2.5.

Altogether, we have specified the abstract framework of Section 4.2 to hierarchical meshes
and splines. The following theorem is the second main result of this chapter. It shows
that all assumptions of Theorem 4.2.7 are satisfied for the present hierarchical approach.
The proof is given in Section 4.5 and is already found in the recent own work [GHP17,
Theorem 3.1].

Theorem 4.4.6. Hierarchical splines on admissible meshes satisfy the abstract assump-
tions (M1)–(M4), (R1)–(R5), and (S1)–(S6) from Section 4.2, where the constants depend
only on d,D, Cγ, T̂0, and (p1, . . . , pd). Moreover, the piecewise polynomials P(Ω) from
(4.4.14) on admissible meshes satisfy the abstract assumptions (O1)–(O4), where the con-
stants depend only on d,D, Cγ , T̂0, and (p′1, . . . , p

′
d). By Theorem 4.2.7, this implies relia-

bility (4.2.20) as well as efficiency (4.2.21) of the error estimator, and linear convergence
(4.2.22) at optimal rate (4.2.23) for the adaptive strategy from Algorithm 4.2.6.

Remark 4.4.7. Theorem 4.4.6 is still valid if one replaces the ansatz space X• by rational
hierarchical splines, i.e., by the set

XW0
• :=

{
W−1

0 V• : V• ∈ X•

}
, (4.4.15)

where Ŵ0 := W0 ◦ γ is a fixed positive weight function in the initial space of hierarchical
splines Ŝ(p1,...,pd)(K̂0, T̂0). We will prove this version in Section 4.5.13. The constants

depend additionally on Ŵ0. Moreover, Theorem 4.4.6 still holds true if newly inserted
knots have a multiplicity higher than one, i.e., if one uses as in Remark 3.4.1 the uniformly
refined knots K̂uni(k,q) with 1 ≤ qi ≤ pi instead of K̂uni(k) to define (rational) hierarchical
splines. The corresponding proof works verbatim.
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4.4 Finite element method with hierarchical splines

Algorithm [BG16c]

Algorithm 4.4.1

Figure 4.1: An initial mesh T̂0 with only one element [0, 1]2 is locally refined in the lower
left corner using the refinement of [BG16c] (above) resp. the refinement of Al-
gorithm 4.4.1 (below); see Remark 4.4.3 . The lowest-order case (p1, p2) = (1, 1)
is considered. By repetitive refinement via [BG16c], the number of elements in
the support of the hierarchical B-spline B̂(s1|0, 0.5, 1)B̂(s2|0, 0.5, 1) grows to
infinity. Moreover, the number of hierarchical B-splines with support on the
element in the lower left corner grows to infinity. This is not the case if one
uses Algorithm 4.4.1; see Proposition 3.4.3.

69



4 Finite Element Method

4.5 Proof of Theorem 4.4.6

This section is devoted to the proof of Theorem 4.4.6, i.e., to the verification of the mesh
properties (M1)–(M4), the refinement properties (R1)–(R5), the finite element space prop-
erties (S1)–(S6) as well as the data approximation properties (O1)–(O4). In Section 4.5.8,
we characterize the restriction of hierarchical splines to the boundary. With this, we are
able to give a basis for the used finite element spaces, which will be used for the verification
of (S3)–(S6).

4.5.1 Verification of (M1)–(M2)

With Lemma 3.4.5, one can easily verify that T satisfies (M1)–(M2): Let T• ∈ T. We
start with (M1). Let T ∈ T• and T ′ ∈ Π•(T ). Lemma 3.4.5 and admissibility show for
the corresponding elements T̂ , T̂ ′ in the parameter domain that |level(T̂ ) − level(T̂ ′)| ≤ 1.
With this, one easily sees that #Π•(T ) ≤ Cpatch with a constant Cpatch > 0 that depends
only on the dimension d. To prove local quasi-uniformity (M2), let T ∈ T• and T ′ ∈ Π•(T ).
As before, we have that |level(T̂ ) − level(T̂ ′)| ≤ 1 for the corresponding elements in the
parameter domain. Regularity (4.4.2) of the transformation γ yields that |T | ≃ |T ′|. The
constant Clocuni > 0 depends only on d, Cγ , and T̂0.

4.5.2 Verification of (M3)–(M4)

Proposition 4.2.2 implies that the trace inequality (M3) holds in the parameter domain,
where the constant depends only on the shape of the elements. Since we only use dyadic
bisection, the number of different shapes is uniformly bounded. Regularity (4.4.2) of γ
yields (M3), where the constant Ctrace depends only on d, Cγ , and T̂0.

Proposition 4.2.3 implies that (M4) holds in the parameter domain, where the constant
depends only on the shape of the elements. We have just seen that the number of different
shapes is uniformly bounded. Regularity (4.4.2) of γ shows that ∥w∥L2(T ) ≃ ∥ŵ∥L2(T̂ ) for

all T ∈ T• ∈ T and w ∈ L2(T ) with T̂ := γ−1(T ) and ŵ := w ◦ γ|T̂ . Further, we show that

∥w∥H−1(T ) ≃ ∥ŵ∥H−1(T̂ ). (4.5.1)

To see this, let v ∈ H1
0 (T ) and v̂ := v ◦ γ|T̂ . Due to the assumptions on γ, we can

assume without loss of generality that det(Dγ) > 0 on T̂ . In particular, we have that
|det(Dγ)|T̂ | ∈ C1(T̂ ) and v̂ |detDγ|T̂ | ∈ H1

0 (T̂ ). Therefore, regularity (4.4.2) of γ proves
that
∫

T
wv dx =

∫

T̂
ŵ v̂ |det(Dγ)| dt ! ∥ŵ∥H−1(T̂ )∥v̂ |detDγ|∥H1(T̂ ) ≃ ∥ŵ∥H−1(T̂ )∥v∥H1(T ).

We conclude that ∥w∥H−1(T ) ! ∥ŵ∥H−1(T̂ ). The proof of the converse inequality works

analogously. This concludes (M4), where Cdual depends only on d, Cγ , and T̂0.

70



4.5 Proof of Theorem 4.4.6

4.5.3 Verification of (R1)–(R3)

Let T• ∈ T, T◦ ∈ refine(T•), and T ∈ T•. The son estimate (R1) is trivially satisfied with
Cson = 2d, since each refined element is split into exactly 2d elements. Moreover, the union
of sons property (R2) holds by definition.

To see the reduction property (R3), let T ′ ∈ T◦ with T ′ ! T . Since each refined element
is split into 2d elements, we have for the corresponding elements in the parameter domain
that |T̂ ′| = 2−d|T̂ |. Next, we prove |T ′| ≤ ρson|T | with a constant 0 < ρson < 1 which

depends only on d and Cγ . Indeed, we even prove for arbitrary measurable sets ω̂′ ⊆ ω̂ ⊆ Ω̂
and ω := γ(ω̂), ω′ := γ(ω̂′) that 0 < |ω̂′| ≤ 2−d|ω̂| implies that |ω′| ≤ ρson|ω|. To see this,
we argue by contradiction and assume that there are two sequences of such sets (ω̂n)n∈N
and (ω̂′

n)n∈N with |ω′
n|/|ωn| → 1. This implies that |ωn \ ω′

n|/|ωn| → 0 and yields the
contradiction

1− 2−d ≤ |ω̂n \ ω̂′
n|

|ω̂n|
≃

∫
ω̂n\ω̂′

n
|detDγ(t)| dt

∫
ω̂n

|detDγ(t)| dt
=

|ωn \ ω′
n|

|ωn|
n→∞−→ 0.

4.5.4 Verification of (R4)

The closure estimate (R4) was first showed in the seminal works [BDD04, Ste08b]. Our
analysis builds on [BGMP16, Section 3] which proves (R4) for the refinement strategy
of [BG16c]; see also Remark 4.4.3. The following auxiliary result states that refine(·, ·)
is equivalent to iterative refinement of one single element. For a mesh in the parameter
domain T̂• ∈ T̂ and an arbitrary set M̂•, we define refine(T̂•,M̂•) := refine(T̂•,M̂•∩ T̂•)
and note that refine(T̂•, ∅) = T̂•.

Lemma 4.5.1. Let T̂• ∈ T̂ and M̂• = {T̂1, . . . , T̂n} ⊆ T̂•, where n ∈ N. Then, it holds that

refine(T̂•,M̂•) = refine(refine(. . . refine(T̂•, {T̂1}) . . . , {T̂n−1}), {T̂n}). (4.5.2)

Proof. We only show that refine(T̂•,M̂•) = refine(refine(T̂•, {T̂1}),M̂• \ {T̂1}), and
then (4.5.2) follows by induction. We define

T̂(1) := refine(T̂•, {T̂1}), T̂(2) := refine(T̂(1),M̂• \ {T̂1}),

M̂(0) := M̂(0)
(0) := {T̂1}, M̂(1) := M̂(0)

(1) := M̃(1) := M̃(0)
(1) := M̂• \ {T̂1}.

For i ∈ N0, we introduce the following notation which is conform with that of Algo-
rithm 4.4.1:

M̂(i+1)
(0) := M̂(i)

(0) ∪
⋃

T̂∈M̂(i)
(0)

Nbad
• (T̂ ), M̂(i+1)

(1) := M̂(i)
(1) ∪

⋃

T∈M̂
(i)
(1)

Nbad
(1) (T̂ ),

M̃(i+1)
(1) := M̃(i)

(1) ∪
⋃

T̂∈M̃(i)
(1)

Nbad
• (T̂ ).
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Finally, we set

M̂(end)
(0) :=

⋃

i∈N0

M̂(i)
(0), M̂(end)

(1) :=
⋃

i∈N0

M̂(i)
(1), M̃(end)

(1) :=
⋃

i∈N0

M̃(i)
(1).

With these notations, we have that

T̂• \ T̂(1) = M̂(end)
(0) , T̂(1) \ T̂(2) = M̂(end)

(1) ,

T̂• \ refine(T̂•,M̂•) = M̂(end)
(0) ∪ M̃(end)

(1) .

To conclude the proof, we will prove that M̂(end)
(0) ∪M̂(end)

(1) = M̂(end)
(0) ∪M̃(end)

(1) . To this end,
we split the proof into three steps.

Step 1: We first prove that M̂(end)
(1) ⊆ T̂• by induction. Clearly, we have that M̂(0)

(1) ⊆ T̂•.
Now, let i ∈ N0 and suppose that M̂(i)

(1) ⊆ T̂•. To see that M̂(i+1)
(1) ⊆ T̂•, we argue

by contradiction and assume that there exists T̂ ∈ M̂(i)
(1) and T̂ ′ ∈ Nbad

(1) (T̂ ) \ T̂•. By

Lemma 3.4.2, the unique father element T̂ ′
• ∈ T̂• with T̂ ′ ! T̂ ′

• satisfies that T̂ ′
• ∈ N•(T̂ ).

Therefore, admissibility of T̂• proves that |level(T̂ ) − level(T̂ ′
•)| ≤ 1, which contradicts

level(T̂ ′
•) = level(T̂ ′)− 1 = level(T̂ )− 2.

Step 2: Let T̂ ∈ M̂(end)
(1) . In this step, we prove that

M̂(end)
0 ∪Nbad

(1) (T̂ ) = M̂(end)
(0) ∪Nbad

• (T̂ ). (4.5.3)

By Step 1, we have that T̂ ∈ T̂•. Lemma 3.4.2 proves that Nbad
(1) (T̂ )∩ T̂• ⊆ Nbad

• (T̂ ). Using

Step 1 again, we see that Nbad
(1) (T̂ ) ⊆ M̂(end)

(1) ⊆ T̂• and conclude “⊆” in (4.5.3). To see “⊇”,

let T̂ ′ ∈ Nbad
• (T̂ ) \ M̂(end)

(0) . Note that T̂ ′ ∈ T̂• ∩ T̂(1) since T̂• \ T̂(1) = M̂(end)
(0) . There exists

β̂ ∈ B̂• with T̂ , T̂ ′ ⊆ supp(β̂). By admissibility of T̂• ∈ T̂, level(T̂ ′) = level(T̂ ) − 1, and
(3.4.17), we see that level(β̂) = level(T̂ ′) =: k′. Hence, (3.4.13) yields that supp(β̂) ⊆ Ω̂k′

•
as well as supp(β̂) ̸⊆ Ω̂k′+1

• . The definition of k′ and (3.4.10) show that T̂ ′ ̸⊆ Ω̂k′+1
(1) . We

conclude that supp(β̂) ⊆ Ω̂k′
• ⊆ Ω̂k′

(1) and supp(β̂) ̸⊆ Ω̂k′+1
(1) , since T̂(1) ∋ T̂ ′ ⊆ supp(β̂).

Therefore, (3.4.13) shows that β̂ ∈ B̂(1). Altogether, we have that T̂ ′ ∈ Nbad
(1) (T̂ ).

Step 3: Finally, we prove that M̂(end)
(0) ∪M̂(i)

(1) = M̂(end)
(0) ∪M̃(i)

(1) by induction on i ∈ N0. In

particular, this will imply that M̂(end)
(0) ∪ M̂(end)

(1) = M̂(end)
(0) ∪ M̃(end)

(1) . For i = 0, the claim
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follows from M̂(0)
(1) = M̃(0)

(1). By Step 2, the induction step works as follows:

M̂(end)
(0) ∪ M̂(i+1)

(1) = M̂(end)
(0) ∪ M̂(i)

(1) ∪
⋃

T̂∈M̂(i)
(1)

Nbad
(1) (T̂ )

(4.5.3)
= M̂(end)

(0) ∪ M̂(i)
(1) ∪

⋃

T̂∈M̂(end)
(0)

∪M̂(i)
(1)

Nbad
• (T̂ )

= M̂(end)
(0) ∪ M̃(i)

(1) ∪
⋃

T̂∈M̂(end)
(0) ∪M̃(i)

(1)

Nbad
• (T̂ )

= M̂(end)
(0) ∪ M̃(i+1)

(1) .

This concludes the proof.

Let T̂• ∈ T̂. For T̂ ∈ T̂•, let mid(T̂ ) denote its midpoint in the parameter domain. Let
T̂ ∈ T̂• and T̂ ′ ∈ N•(T̂ ). Hence, there is β̂ ∈ B̂• such that T̂ , T̂ ′ ⊆ supp(β̂). In particular,
it holds that |mid(T̂ )−mid(T̂ ′)| ≤ diam(supp(β̂)). By admissibility of T̂• and (3.4.17), we
see that |level(β̂)− level(T̂ )| ≤ 1. This proves that

|mid(T̂ )−mid(T̂ ′)| ≤ C 2−level(T̂ ) for all T̂ ∈ T̂•, T̂ ′ ∈ N•(T̂ ), (4.5.4)

where C > 0 depends only on d, T̂0 and (p1, . . . , pd). With this observation, we can prove
the following lemma. The proof follows along the lines of [BGMP16, Lemma 11], but is
included here for completeness.

Lemma 4.5.2. There exists a constant C > 0 such that for all T̂• ∈ T̂, T̂ ′ ∈ T̂•, and
T̂◦ = refine(T̂•, {T̂ ′}), it holds that

|mid(T̂ )−mid(T̂ ′)| ≤ C 2−level(T̂ ) for all T̂ ∈ T̂◦ \ T̂•, (4.5.5)

where C > 0 depends only on d, T̂0, and (p1, . . . , pd).

Proof. T̂ ∈ T̂◦ \ T̂• implies the existence of a sequence T̂ ′ = T̂J , T̂J−1, . . . , T̂0 such that
T̂j−1 ∈ Nbad

• (T̂j) for j = 1, . . . , J and T̂ is a child of T̂0, i.e., T̂ ! T̂0 and level(T̂ ) =

level(T̂0) + 1. Since level(T̂j−1) = level(T̂j)− 1, it follows that

level(T̂j) = level(T̂0) + j. (4.5.6)

The triangle inequality proves that

|mid(T̂ )−mid(T̂ ′)| ≤ |mid(T̂ )−mid(T̂0)|+ |mid(T̂0)−mid(T̂ ′)|

≤ |mid(T̂ )−mid(T̂0)|+
J∑

j=1

|mid(T̂j)−mid(T̂j−1)|

Further, there holds that

|mid(T̂ )−mid(T̂0)| ! 2−level(T̂ ),
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where the hidden constant depends only on T̂0 and d. With (4.5.4) and (4.5.6), we see that

J∑

j=1

|mid(T̂j)−mid(T̂j−1)|
(4.5.4)

!
J∑

j=1

2−level(T̂j)

(4.5.6)
=

J∑

j=1

2−level(T̂0)−j≤2−level(T̂ )−1,

which concludes the proof.

Finally, let T̂• ∈ T̂ and T̂ ∈ T̂•. We abbreviate T̂◦ = refine(T̂•, {T̂ }). Then, there holds
that

level(T̂ ′) ≤ level(T̂ ) + 1 for all refined elements T̂ ′ ∈ T̂◦ \ T̂•. (4.5.7)

To see this, note that all elements T̂ ′′ ∈ T̂• \ T̂◦, which are refined, satisfy that T̂ ′′ = T̂
or level(T̂ ′′) ≤ level(T̂ )− 1. Therefore, their children satisfy that level(T̂ ′) ≤ level(T̂ ) + 1.
With Lemma 4.5.1 and Lemma 4.5.2 and this last observation, we can argue as in the
proof of [BGMP16, Theorem 12] to show the closure estimate (R4). The constant Cclos > 0
depends only on d, T̂0, and (p1, . . . , pd).

4.5.5 Verification of (R5)

We prove (R5) in the parameter domain Ω̂. Let T̂•, T̂⋆ ∈ T̂ be two admissible hierarchical
meshes. We define the overlay

T̂◦ :=
{
T̂• ∈ T̂• : ∃T̂⋆ ∈ T̂⋆ T̂• ⊆ T̂⋆

}
∪
{
T̂⋆ ∈ T̂⋆ : ∃T̂• ∈ T̂• T̂⋆ ⊆ T̂•

}
. (4.5.8)

Note that T̂◦ is a hierarchical mesh with hierarchical domains Ω̂k
◦ = Ω̂k

• ∪ Ω̂k
⋆ for k ∈ N0.

In particular, T̂◦ is finer than T̂• and T̂⋆. Moreover, the overlay estimate easily follows
from the definition of T̂◦. It remains to prove that T̂◦ is admissible. To see this, let
T̂ , T̂ ′ ∈ T̂◦ with T̂ ′ ∈ N◦(T̂ ), i.e., there exists β̂◦ ∈ B̂◦ such that |T̂ ∩ supp(β̂◦)| ≠ 0 ̸=
|T̂ ′ ∩ supp(β̂◦)|. Without loss of generality, we suppose that level(T̂ ) ≥ level(T̂ ′) and
T̂ ∈ T̂•. If T̂ ′ ∈ T̂•, Lemma 3.4.2 shows that T̂ ′ ∈ N•(T̂ ), and admissibility of T̂• implies
that |level(T̂ )− level(T̂ ′)| ≤ 1. Now, let T̂ ′ ∈ T̂⋆. By definition of the overlay, there exists
T̂ ′
• ∈ T̂• with T̂ ′ ⊆ T̂ ′

• and level(T̂ ′
•) ≤ level(T̂ ′). Further, Lemma 3.4.2 provides some (not

necessarily unique) β̂• ∈ B̂• such that supp(β̂◦) ⊆ supp(β̂•). Hence, |T̂ ∩ supp(β̂•)| ≠ 0 ̸=
|T̂ ′

• ∩ supp(β̂•)|, i.e., T̂ ′
• ∈ N•(T̂ ). Since T̂• ∈ T̂, it follows that |level(T̂ ) − level(T̂ ′

•)| ≤ 1.
Altogether, we see that

|level(T̂ )− level(T̂ ′)| = level(T̂ )− level(T̂ ′) ≤ level(T̂ )− level(T̂ ′
•) ≤ 1.

This concludes the proof of (R5).
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4.5.6 Verification of (S1)

Let T ∈ T• ∈ T and V• ∈ X•. Define V̂• := V• ◦ γ ∈ X̂• and T̂ := γ−1(T ) ∈ T̂•. Regularity
(4.4.2) of γ proves for j ∈ {0, 1, 2} that

∥V•∥Hj(T ) ≃ ∥V̂•∥Hj(T̂ ), (4.5.9)

where the hidden constants depend only on d,D and Cγ . Since V̂• is a T̂•-piecewise tensor-
product polynomial, a standard inverse estimate shows for j, k ∈ {0, 1, 2} with k ≤ j that

|T̂ |(j−k)/d∥V̂•∥Hj(T̂ ) ! ∥V̂•∥Hk(T̂ ), (4.5.10)

where the hidden constant depends only on d,D, T̂0, and (p1, . . . , pd). Together, (4.5.9)–
(4.5.10) conclude the proof of (S1), where Cinv depends only on d,D, Cγ , T̂0, and (p1, . . . , pd).

4.5.7 Verification of (S2)

In (4.4.11), we already saw that T◦ ∈ refine(T•) implies nestedness of the corresponding
ansatz spaces X• ⊆ X◦.

4.5.8 Basis of hierarchical splines which vanish on the boundary

In this section, we characterize a basis of the hierarchical splines X̂• that vanish on the
boundary. Clearly, this provides a corresponding basis of X• in the physical domain as
well. First, we determine the restriction (in the sense of traces) of the hierarchical basis
B̂• to a facet of the boundary. It turns out that this restriction coincides with the set of
(d− 1)-dimensional hierarchical B-splines.

Proposition 4.5.3. Let T̂• be an arbitrary hierarchical mesh on the parameter domain Ω̂.
For Ê := [0, 1]i

′−1 × {e}× [0, 1]d−i′ with some i′ ∈ {1, . . . , d} and some e ∈ {0, 1}, set

K̂uni(0),Ê := (K̂1(uni(0)), . . . , K̂(i′−1)(uni(0)), K̂(i′+1)(uni(0)), . . . , K̂d(uni(0))),

and for k ∈ N0

Ω̂k
•,Ê

:=
{
(s1, . . . , si′−1, si′+1, . . . , sd) : (s1, . . . , sd) ∈ Ω̂k

• ∩ Ê
}
.

Moreover, let T̂•,Ê be the corresponding hierarchical mesh and B̂•,Ê the corresponding hier-

archical basis. Then, there holds2 that B̂•,Ê =
{
β̂|Ê : β̂ ∈ B̂• ∧ β̂|Ê ̸= 0

}
. Moreover, the

restriction (·)|Ê : B̂• → B̂•,Ê is essentially injective, i.e., for β̂1, β̂2 ∈ B̂• with β̂1 ̸= β̂2 and

β̂1|Ê ̸= 0, it follows that β̂1|Ê ̸= β̂2|Ê.

2Actually, the set on left-hand side consists of functions defined on [0, 1]d−1, whereas the right-hand side

functions are defined on Ê. However, clearly these functions can be identified.
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Proof. We prove the assertion in two steps.
Step 1: Let k ∈ N0. We recall that the knot vectors K̂i(uni(k)) are pi-open for all i ∈
{1, . . . , d}. In particular, this implies that the corresponding one-dimensional B-splines
B̂i(uni(k)) are interpolatoric at the end points e ∈ {0, 1}: This means that the first B-

spline (i.e., B̂i(uni(k)),1,pi) is equal to one at 0 and vanishes at 1; the last B-spline (i.e.,

B̂i(uni(k)),Ni(uni(k)),pi) is equal to one at 1 and vanishes at 0; all other B-splines of B̂i(uni(k))

vanish at 0 and 1; see Lemma 3.2.1 (vi) and (iv).
Step 2: For k ∈ N0, let B̂uni(k),Ê be the set of tensor product B-splines induced by the

reduced knots K̂uni(k),Ê which are defined analogously as K̂uni(0),Ê . Since K̂i(uni(k)) is pi-

open, it holds that B̂uni(k),Ê =
{
β̂|Ê : β̂ ∈ B̂uni(k) ∧ β̂|Ê ̸= 0

}
; see also Step 1. Then, the

identity (3.4.13) shows that

B̂•,Ê =
⋃

k∈N0

{
β̂|Ê : β̂ ∈ B̂uni(k) ∧ β̂|Ê ̸= 0 ∧ supp(β̂|Ê) ⊆ Ω̂k

•,Ê
∧ supp(β̂|Ê) ̸⊆ Ω̂k+1

•,Ê

}
.

(4.5.11)

Let β̂ ∈ B̂uni(k) for some k ∈ N0 with β̂|Ê ̸= 0. We set J := 1 for e = 0 resp. J := Ni′(uni(k))

for e = 1. Since the trace of B̂i′(uni(k)),ji′ ,pi′
at e does not vanish only if ji′ = J (see Step 1),

β̂ must be of the form

β̂(s1, . . . , sd) = B̂i′(uni(k)),J,pi′
(si′)

d∏

i=1
i ̸=i′

B̂i(uni(k)),ji,pi(si), (4.5.12)

where the first factor is one if si′ = e and satisfies that

supp(B̂i′(uni(k)),J,pi′
) = [ti′(uni(k)),J−1, ti′(uni(k)),J+pi′+1].

In particular, this shows that supp(β̂) is the union of elements T̂ ∈ T̂uni(k) with non-

empty intersection with Ê. Hence supp(β̂|Ê) ⊆ Ω̂k
•,Ê

is equivalent to supp(β̂) ⊆ Ω̂k
•, and

supp(β̂|Ê) ̸⊆ Ω̂k+1
•,Ê

is equivalent to supp(β̂) ̸⊆ Ω̂k+1
• . Therefore, (4.5.11) becomes

B̂•,Ê =
⋃

k∈N0

{
β̂|Ê : β̂ ∈ B̂uni(k) ∧ β̂|Ê ̸= 0 ∧ supp(β̂) ⊆ Ω̂k

• ∧ supp(β̂) ̸⊆ Ω̂k+1
•

}
.

Together with (3.4.13), this shows that B̂•,Ê =
{
β̂|Ê : β̂ ∈ B̂• ∧ β̂|Ê ̸= 0

}
. Finally, let

β̂1, β̂2 ∈ B̂• with β̂1|Ê ̸= 0. If β̂1|Ê = β̂2|Ê , then (4.5.12) already implies that β̂1 = β̂2. This
concludes the proof.

Corollary 4.5.4. Let T̂• be an arbitrary hierarchical mesh on the parameter domain Ω̂.
Then,

{
β̂ ∈ B̂D

• : β̂|∂Ω̂ = 0
}
and

{
Trunc•(β̂) : β̂ ∈ B̂D

• ∧ β̂|∂Ω̂ = 0
}
are bases of X̂•, where

Trunc•(·) denotes the componentwise truncation operator from Section 3.4.3.
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Proof. We prove the assertion in two steps. Without loss of generality, we can assume that
D = 1.
Step 1: Linear independence as well as

{
β̂ ∈ B̂• : β̂|∂Ω̂ = 0

}
⊆ X̂• are obvious. To

see X̂• ⊆ span
{
β̂ ∈ B̂• : β̂|∂Ω̂ = 0

}
, let V̂• ∈ X̂•. Consider the unique representation

V̂• =
∑

β̂∈B̂•
aβ̂β̂ with aβ̂ ∈ R. For arbitrary β̂ ∈ B̂• with β̂|∂Ω̂ ̸= 0, we have to prove

aβ̂ = 0, i.e., we have to show the implication

∑

β̂∈B̂•

β̂|∂Ω̂ ̸=0

aβ̂ β̂|∂Ω̂ = 0 =⇒
(
∀β̂ ∈ B̂• with β̂|∂Ω̂ ̸= 0 aβ̂ = 0

)
.

Let Ê = [0, 1]i
′−1 × {e} × [0, 1]d−i′ with i′ ∈ {1, . . . , d} and

∑
β̂∈B̂•∧β̂|Ê ̸=0 aβ̂ β̂|Ê = 0.

According to Proposition 4.5.3, the family
(
β̂|Ê : β̂ ∈ B̂•∧ β̂|Ê ̸= 0

)
is linearly independent.

Hence, aβ̂ = 0 for β̂ ∈ B̂• with β̂|Ê ̸= 0. Since ∂Ω̂ is the union of such facets Ê, this
concludes Step 1.
Step 2: We show that the second set is a basis. In Section 3.4.3, we saw that

{
Trunc•β̂ :

β̂ ∈ B̂•
}

is a basis of the space of all hierarchical splines Ŝ(p1,...,pd)(K̂0, T̂•). Moreover,

(3.4.22) states that 0 ≤ Trunc•(β̂) ≤ β̂. Thus, we see that
{
Trunc•(β̂) : β̂ ∈ B̂•∧β̂|∂Ω̂ = 0

}

is a subset of X̂•, and has the same cardinality as
{
β̂ ∈ B̂• : β̂|∂Ω̂ = 0

}
. With Step 1, we

conclude the proof.

4.5.9 Verification of (S3)

We show the assertion in the parameter domain. Without loss of generality, we may assume
that D = 1. The higher-dimensional case follows immediately from the one-dimensional
case, since X̂• is the D-dimensional product of one-dimensional hierarchical spline spaces.
For arbitrary qproj ∈ N0 (which will be fixed later in Section 4.5.10 to be qproj := 2(pmax+1)),

we set qloc := qproj + 2(pmax + 1). Let T̂• ∈ T̂, T̂◦ ∈ refine(T̂•), and V̂◦ ∈ X̂◦. First, we
show that

Πqloc
• (T̂ ) ⊆ T̂• ∩ T̂◦ for all T̂ ∈ T̂• \ Πqloc

• (T̂• \ T̂◦) (4.5.13)

To this end, we argue by contradiction and assume that there exists T̂ ′ ∈ Πqloc
• (T̂ ) with

T̂ ′ ̸∈ T̂• ∩ T̂◦. This is equivalent to T̂ ∈ Πqloc
• (T̂ ′) and T̂ ′ ∈ T̂• \ T̂◦. This implies that

T̂ ∈ Πqloc
• (T̂• \ T̂◦), contradicts T̂ ∈ T̂• \Πqloc

• (T̂• \ T̂◦), and hence proves (4.5.13). According
to Corollary 4.5.4, it holds that
{
V̂•|πqproj

• (T̂ )
: V̂• ∈ X̂•

}
= span

{
β̂|

π
qproj
• (T )

: β̂ ∈ B̂• ∧ β̂|∂Ω̂ = 0 ∧ |supp(β̂) ∩ πqproj• (T̂ )| > 0
}
,

as well as
{
V̂◦|πqproj

• (T̂ )
: V̂◦ ∈ X̂◦

}
= span

{
β̂|

π
qproj
• (T )

: β̂ ∈ B̂◦ ∧ β̂|∂Ω̂ = 0 ∧ |supp(β̂) ∩ πqproj• (T̂ )| > 0
}
.

We prove that
{
β̂ ∈ B̂• : |supp(β̂) ∩ πqproj• (T̂ )| > 0

}
=
{
β̂ ∈ B̂◦ : |supp(β̂) ∩ πqproj• (T̂ )| > 0

}
, (4.5.14)

77



4 Finite Element Method

which concludes (S3). First, let β̂ be an element of the left set. By Remark 3.4.4, this implies
that supp(β̂) ⊆ πqloc• (T̂ ). Together with (4.5.13), we see that supp(β̂) ⊆

⋃
(T̂• ∩ T̂◦). This

proves that no element within supp(β̂) is changed during refinement, i.e., Ω̂k
• ∩ supp(β̂) =

Ω̂k
◦ ∩ supp(β̂) for all k ∈ N0. Thus, (3.4.13) proves that β̂ ∈ B̂◦. The proof works the same

if we start with some β̂ in the right set. This proves (4.5.14) and therefore (S3).

4.5.10 Verification of (S4)–(S6)

Given T• ∈ T, we introduce a suitable Scott–Zhang type operator J• : H1
0 (Ω)

D → X•

which satisfies (S4)–(S6). To this end, it is sufficient to construct a corresponding operator
Ĵ• : H1

0 (Ω̂) → X̂• in the parameter domain, and to define

J•v :=
(
Ĵ•(v ◦ γ)

)
◦ γ−1 for all v ∈ H1

0 (Ω). (4.5.15)

By regularity (4.4.2) of γ, the properties (S4)–(S6) immediately transfer from the pa-
rameter domain Ω̂ to the physical domain Ω. Since X̂• is the D-dimensional product of
one-dimensional hierarchical spline spaces, Ĵ• can be defined componentwise for the higher-
dimensional case. Hence, we may assume without loss of generality that D = 1. We define
Ĵ• essentially as the operator Î• from Section 3.4.5, where we drop the basis functions
which does not vanish at the boundary

Ĵ• : H1
0 (Ω̂) → X̂•, v̂ 6→

∑

β̂∈B̂•

β̂|∂Ω=0

∫

T̂β̂

β̂∗ v̂ dt Trunc•(β̂). (4.5.16)

Recall that
{
Trunc•(β̂) : β̂ ∈ B̂• ∧ β̂|∂Ω̂ = 0

}
is a basis of X̂• according to Corollary 4.5.4.

To verify (S4) in the parameter domain with qproj := 2(pmax+1), one can copy the proof

of Proposition 3.4.9 (i) , which states the same for the operator Î•. Note that the required
[SM16, Theorem 4] is only proved for Î•. However, with Corollary 4.5.4, the proof works
exactly the same. Also the next proposition can be proved verbatim to Proposition 3.4.9 (ii).

Proposition 4.5.5. There exists a constant C > 0 such that for all v̂ ∈ L2(Ω̂) and T̂ ∈ T̂•,
there holds that

∥Ĵ•v̂∥L2(T̂ ) ≤ C∥v̂∥
L2(π2(pmax+1)

• (T̂ ))
, (4.5.17)

where C depends only on d, T̂0, and (p1, . . . , pd).

Next, we prove (S5) with qsz := 4(pmax + 1). Let T̂ ∈ T̂•, v̂ ∈ H1
0 (Ω̂), and V̂• ∈ X̂•. By

(S4) and (4.5.17), it holds that

∥(1 − Ĵ•)v̂∥L2(T̂ )

(S4)
= ∥(1 − Ĵ•)(v̂ − V̂•)∥L2(T̂ ) ≤ ∥v̂ − V̂•∥L2(T̂ ) + ∥Ĵ•(v̂ − V̂•)∥L2(T̂ )

(4.5.17)

! ∥v̂ − V̂•∥L2(π2(pmax+1)
• (T̂ ))

.

To proceed, we distinguish between two cases, first, π4(pmax+1)
• (T̂ )∩ ∂Ω̂ = ∅ and, second,

π4(pmax+1)
• (T̂ ) ∩ ∂Ω̂ ̸= ∅, i.e., if T̂ is far away from the boundary or not. Note that these
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cases are equivalent to |π4(pmax+1)
• (T̂ ) ∩ ∂Ω̂| = 0 resp. |π4(pmax+1)

• (T̂ ) ∩ ∂Ω̂| > 0, since the
elements in the parameter domain are rectangular. In the first case, we proceed as follows:
(3.4.19) especially proves that 1 ∈ Ŝ(p1,...,pd)(K̂0, T̂•) with 1 =

∑
β̂∈B̂•

aβ̂ β̂ on Ω̂ for some

coefficients aβ̂. With Remark 3.4.4, we see that |supp(β̂) ∩ π2(pmax+1)
• (T̂ )| > 0 implies that

supp(β̂) ⊆ π4(pmax+1)
• (T̂ ). Therefore, the restriction onto π2(pmax+1)

• (T̂ ) satisfies that

1 =
∑

β̂∈B̂•

aβ̂ β̂|π2(pmax+1)
• (T̂ )

=
∑

β̂∈B̂•

|supp(β̂)∩π2(pmax+1)
• (T̂ )|>0

aβ̂ β̂|π2(pmax+1)
• (T̂ )

=
∑

β̂∈B̂•

supp(β̂)⊆π4(pmax+1)
• (T̂ )

aβ̂ β̂|π2(pmax+1)
• (T̂ )

.

In the first case, we define

V̂• := v̂
π2(pmax+1)
• (T̂ )

∑

β̂∈B̂•

supp(β̂)⊆π4(pmax+1)
• (T̂ )

aβ̂ β̂ ∈ X̂•,

where v̂
π2(pmax+1)
• (T̂ )

:= |π2(pmax+1)
• (T̂ )|−1

∫

π2(pmax+1)
• (T̂ )

v̂ dt.

In the second case, we set V̂• := 0. For the first case, we apply the Poincaré inequality,
whereas we use the Friedrichs inequality in the second case. In either case, we obtain that
V̂• ∈ X̂• and

∥v̂ − V̂•∥L2(π2(pmax+1)
• (T̂ ))

! diam(π4(pmax+1)
• (T̂ ))∥∇v̂∥

L2(π4(pmax+1)
• (T̂ ))

, (4.5.18)

where the hidden constant depends only on the shape of the patch π2(pmax+1)
• (T̂ ) resp. the

shape of π4(pmax+1)
• (T̂ ) and of π2(pmax+1)

• (T̂ )∩∂Ω̂. However, Lemma 3.4.5 and admissibility
show that |level(T̂ ′) − level(T̂ ′′)| ≤ 1 for all T̂ ′, T̂ ′′ ∈ T̂• with T̂ ′ ∩ T̂ ′′ ̸= ∅. This shows
that the number of such patch shapes is bounded itself by a constant which depends only

on d, T̂0 and (p1, . . . , pd). Moreover, this yields that diam(π4(pmax+1)
• (T̂ )) ≃ |T̂ |1/d, which

concludes the proof of (S5) in the parameter domain for D = 1.
Finally, we prove (S6) with qsz = 4(pmax + 1). Let again T̂ ∈ T̂• and v̂ ∈ H1

0 (Ω̂). For

all V̂• ∈ X̂• which are constant on T̂ , the projection property (S4), the inverse estimate
(4.5.10) in the parameter domain as well as the local L2-stability (4.5.17) imply that

∥∇Ĵ•v̂∥L2(T̂ )

(S4)
= ∥∇Ĵ•(v̂ − V̂•)∥L2(T̂ )

(4.5.10)

! |T̂ |−1/d∥Ĵ•(v − V̂•)∥L2(T̂ )

(4.5.17)

! |T̂ |−1/d∥v̂ − V̂•∥L2(π2(pmax+1)
• (T̂ ))

.

Arguing as before and using (4.5.18), we conclude the proof.
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4.5.11 Verification of (O1)

An analogous inverse estimate in the parameter domain, i.e., |T̂ |1/d∥W ◦ γ∥L2(T̂ ) ! ∥W ◦
γ∥H−1(T̂ ) for all W ∈ P(Ω) and all T̂ ∈ T̂• ∈ T̂, follows by a standard scaling argument.

With T := γ(T̂ ), the regularity (4.4.2) of γ immediately shows that ∥W ◦ γ∥L2(T̂ ) ≃
∥W∥L2(T ). Moreover, ∥W ◦ γ∥H−1(T̂ ) ≃ ∥W∥H−1(T ) follows from the corresponding one-

dimensional equality (4.5.1). This concludes (O1), where the constant C ′
inv depends only

on d,D, Cγ , T̂0, and (p′1, . . . , p
′
d).

4.5.12 Verification of (O2)–(O4)

This section adapts [NV11, Section 3.4], where similar assertions are proved on regular
triangulations. Let W ∈ P(Ω), T• ∈ T, and T, T ′ ∈ T• with (d−1)-dimensional intersection

E := T ∩ T ′. We set Ŵ := W ◦ γ, T̂ := γ−1(T ), T̂ ′ := γ−1(T ′), and Ê := γ−1(E). Let
γT̂ : Rd → Rd be the affine transformation with the reference element T̃ := γ−1

T̂
(T̂ ) = [0, 1]d.

Due to admissibility of T̂•, the number of different configurations for the set T̃ ′ := γ−1
T̂

(T̂ ′)

is uniformly bounded by a constant that depends only on d and T̂0. We fix some smooth
cut-off function ϕ̃ ∈ C∞(T̃∪T̃ ′)∩H1

0 (T̃∪T̃ ′) with ϕ̃ > 0 almost everywhere on Ẽ := γ−1
T̂

(Ê).

We define ϕ := ϕ̃◦γ−1
T̂

◦γ−1, and W̃ := (W ◦γ ◦γT̂ )|T̃∪T̃ ′ . We denote P(T̃ ∪ T̃ ′) as the space

of all D-dimensional (non-piecewise) tensor-product polynomials of degree (p′1, . . . , p
′
d) on

T̃ ∪ T̃ ′, and P(T̃ ∪ T̃ ′)|Ẽ as the corresponding space of restrictions onto Ẽ. Note that

W̃ ∈ P(T̃ ∪ T̃ ′). Equipping P(T̃ ∪ T̃ ′)|Ẽ with the norm Ṽ |Ẽ 6→ ∥Ṽ ∥L2(Ẽ) or with the

quotient norm Ṽ |Ẽ 6→ inf
{
∥ϕ̃Ṽ ′∥H1(T̃∪T̃ ′) : Ṽ ′ ∈ P(T̃ ∪ T̃ ′)∧ Ṽ ′|E = Ṽ |E

}
, and exploiting

its finite dimension, proves the existence of W̃ ′ ∈ P(T̃ ∪ T̃ ′) with W̃ |Ẽ = W̃ ′|Ẽ and

∥ϕ̃ W̃ ′∥H1(T̃∪T̃ ′) ! ∥W̃∥L2(Ẽ). (4.5.19)

Finally, we set W ′ := W̃ ′◦γ−1
T̂ ′

◦γ−1, and L•,E(W |E) := ϕW ′. Finite dimension of P(T̃ ∪T̃ ′)
shows that

∫

Ẽ
W̃ · W̃ dt !

∫

Ẽ
W̃ · (ϕ W̃ ) dt =

∫

Ẽ
W̃ · (L•,E(W |E)) dt (4.5.20)

Standard scaling arguments together with the regularity (4.4.2) of γ applied to (4.5.19)–
(4.5.20), prove that (O2)–(O4) are satisfied, where the constants depend only on d,D, Cγ ,

T̂0, and (p′1, . . . , p
′
d).

4.5.13 Proof of Theorem 4.4.6 for rational hierarchical splines

As mentioned in Remark 4.4.7 , Theorem 4.4.6 is still valid if one replaces the ansatz space
X• for T• ∈ T by rational hierarchical splines, i.e., by the set

XW0
• :=

{
W−1

0 V• : V• ∈ X•

}
, (4.5.21)
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where Ŵ0 := W0 ◦ γ is a fixed positive weight function in the initial space of hierarchical
splines Ŝ(p1,...,pd)(K̂0, T̂0). Indeed, the mesh properties (M1)–(M4) as well as the refinement
properties (R1)–(R5) from Section 4.2 are independent of the discrete spaces. To verify
the validity of Theorem 4.4.6 in the rational setting, it thus only remains to verify the
properties (S1)–(S6) for the rational finite element spaces. The inverse estimate (S1) follows
from the analogous version for standard hierarchical splines, since for all v ∈ H2(T )D and
j ∈ {0, 1, 2}, it holds that ∥v∥Hj (T ) ≃ ∥W−1

0 v∥Hj (T ), where the hidden constants depend

only on d,D,Cγ , and Ŵ0. The properties (S2)–(S3) depend only on the numerator of
rational hierarchical splines and thus transfer. To see (S4)–(S6), one can use again the
corresponding results for standard hierarchical splines. The Scott–Zhang type operator
JW0
• : H1

0 (Ω)
D → XW0

• now reads

JW0
• v := W0

−1J•(W0v) for all v ∈ H1
0 (Ω)

D. (4.5.22)

With this definition, (S4) follows immediately from the version of (S4) for hierarchical
splines. Next, we prove (S5). For all v ∈ H1

0 (Ω)
D and T ∈ T• ∈ T, (S5) for hierarchical

splines implies that

∥(1 − JW0
• )v∥L2(T ) ! ∥(1− J•)(W0v)∥L2(T )

(S5)

! hT ∥W0v∥H1(πqsz
• (T )) ! hT ∥v∥H1(πqsz

• (T )).

We abbreviate q := max(2(pmax + 1), qsz). To see (S6), we use Proposition 4.5.5 as well as
(S6) for hierarchical splines

∥∇JW0
• v∥L2(T ) = ∥∇(W−1

0 J•(W0v))∥L2(T ) ! ∥J•(W0v)∥L2(T ) + ∥∇J•(W0v)∥L2(T )

(4.5.17)+(S6)

! ∥v∥
L2(π2(pmax+1)

• (T ))
+ ∥W0v∥H1(πqsz

• (T )) ! ∥v∥H1(πq
•(T )).

This concludes the proof of (S6), and hence of Theorem 4.4.6 for rational hierarchical
splines.

4.6 Numerical examples

In this section, we apply Algorithm 4.2.6 to the two-dimensional Poisson problem

−∆u = f in Ω,

u = 0 on ∂Ω.
(4.6.1)

on different domains Ω ⊂ R2. In Section 4.6.1, we consider a solution with edge singularity,
and give at least a heuristic explanation for the observed adaptive convergence rates in
Section 4.6.2. In Section 4.6.3, the solution exhibits a generic (i.e., geometry induced)
singularity. In Section 4.6.4, we prescribe a piecewise constant right-hand side f , which
leads to less regularity of the solution. Similar examples are also considered in the recent
own work [GHP17].

In all examples, the geometry Ω can be parametrized via rational splines, i.e., there
exist polynomial orders p1(γ), p2(γ) ∈ N, a two-dimensional vector K̂γ = (K̂1(γ), K̂2(γ)) of
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pi(γ)-open knot vectors with multiplicity smaller or equal to pi(γ) for the interior knots,

and a positive spline weight function Ŵγ ∈ Ŝ(p1(γ),p2(γ))(K̂γ) such that the parametrization
satisfies that

γ ∈
{
Ŵ−1

γ Ŝ : Ŝ ∈ Ŝ(p1(γ),p2(γ))(K̂γ)
2
}
. (4.6.2)

Based on the knots K̂γ for the geometry, we choose the initial knots K̂0 for the dis-
cretization. As basis for the considered ansatz spaces of (non-rational) hierarchical splines,
we use the (non-truncated) basis given in Corollary 4.5.4. To (approximately) calculate
the Galerkin matrix, the right-hand side vector, and the weighted-residual error estimator
(4.2.13), we use tensor Gauss quadrature. Recall that Lemma 3.2.1 (vii) provides a for-
mula for the derivative of B-splines. The MATLAB-implementation, which is used for the
following experiments, was developed together with Daniel Haberlik within the framework
of his bachelor’s thesis [Hab] supervised by Dirk Praetorius.

To (approximately) calculate, the energy error, we proceed as follows: Let Uℓ ∈ Xℓ be
the Galerkin approximation of the ℓ-th step with the corresponding coefficient vector cℓ.
Further, let Aℓ be the Galerkin matrix. With the Galerkin orthogonality (4.2.9) and the
energy norm ∥∇u∥2L2(Ω), we can compute the energy error as

∥∇u−∇Uℓ∥2L2(Ω) = ∥∇u∥2L2(Ω) − ∥∇Uℓ∥2L2(Ω) = ∥∇u∥2L2(Ω) −Aℓcℓ · cℓ. (4.6.3)

In Section 4.6.1, where the solution u is known, the term ∥∇u∥2L2(Ω) is computed exactly,

whereas it is obtained by Aitken’s ∆2-extrapolation in Section 4.6.3 and Section 4.6.4.

4.6.1 Solution with edge singularity on square

In the first experiment, we consider the unit square

Ω := (0, 1)2, (4.6.4)

where we choose p1(γ) := p2(γ) := 1, K̂1(γ) := K̂2(γ) := (0, 0, 1, 1), and Ŵγ := 1; see [GHP17,
Section 6.1]. We choose f such that the exact solution of (4.6.1) is given by

u(x1, x2) = xτ1(1− x1)x2(1− x2) (4.6.5)

with a parameter τ > 1/2 with τ ̸∈ N. The solution is singular at the edge {0} × [0, 1].
Elementary calculations show for all j ∈ N0 that u ∈ Hj(Ω) if and only if τ + 1/2 > j.
Assuming that this property is also satisfied for arbitrary σ > 0 instead of j, we see that
u ∈ Hτ+1/2−ϵ(Ω) for all ϵ > 0.

For the initial ansatz space with spline degrees p1 := p2 ∈ {2, 3, 4, 5}, we choose the
initial knot vectors K̂1(0) := K̂2(0) := (0, . . . 0, 1, . . . , 1), where the multiplicity of 0 and 1 is
p1 + 1 = p2 + 1. We choose the parameters of Algorithm 4.2.6 as θ = 0.5 and Cmin = 1.
For comparison, we also consider uniform refinement, where we mark all elements in each
step, i.e., Mℓ = Tℓ for all ℓ ∈ N0. This leads to uniform bisection of all elements. Note
that in both cases the resulting ansatz functions in Xℓ are even in C1(Ω). In particular, the
jump terms of the error estimator ηℓ vanish; see Remark 4.2.4. First, we consider τ := 9/4,
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i.e., u ∈ H9/4+1/2−ϵ(Ω) = H1+7/4−ϵ(Ω). For uniform mesh-refinement, one may expect a
convergence rate of O(h7/4) = O(N−7/8) with respect to the uniform mesh-size h resp. the
number of elements N . In Figure 4.2, one can see some adaptively generated hierarchical
meshes. In Figure 4.3 and Figure 4.4, we plot the energy error ∥∇u −∇Uℓ∥L2(Ω) and the
error estimator ηℓ against the number of elements #Tℓ. All values are plotted in a double
logarithmic scale such that the experimental convergence rates are visible as the slope of the
corresponding curves. In all cases, the lines of the error and the error estimator are parallel,
which numerically indicates reliability (4.2.20) and efficiency (4.2.21). With p := p1 = p2,
the uniform approach leads to the suboptimal convergence rate O((#Tℓ)−min(τ−1/2,p)/2) due
to the edge singularity at {0}×[0, 1]. However, it seems that the adaptive strategy converges
at rate O((#Tℓ)−min(τ−1/2,p/2)), i.e., (if possible) at double rate. The speed of convergence
remains unchanged if one decreases the adaptivity parameter θ; see, e.g., Figure 4.4 for
θ = 0.1. For smooth solutions u, one would expect a rate of O((#Tℓ)−p/2). However,
according to Theorem 4.4.6, the achieved rate is optimal if one uses the proposed refinement
strategy and the resulting hierarchical splines. The reduced optimal convergence rate is
probably due to the edge singularity which would actually require anisotropic refinement.
In Figure 4.6, we consider τ ∈ {5/4, 7/4} with θ = 0.5. Then, u ∈ H1+3/4(Ω) resp.
u ∈ H1+5/4(Ω), and we expect a rate of O(N−3/8) resp. O(N−5/8) for uniform refinement.
In the following Section 4.6.2, we give a heuristic argumentation which suggests that the
optimal convergence rate with respect to the number of elements for isotropic refinement
is bounded by min(τ − 1/2, p/2). In our numerical examples, it seems that this rate is
attained exactly.

4.6.2 Convergence rate for solutions with edge singularity

In this section, we try to understand the observed adaptive convergence rates of the previous
Section 4.6.1. We essentially follow the heuristic argumentation of [CMPS04, Section 7.3],
where a similar reduced convergence rate is witnessed for boundary integral equations on
screens and continuous piecewise affine ansatz functions.

Let T be an anisotropic rectangular mesh graded towards the singular edge {0} × [0, 1]
with grading parameter β ≥ 1, i.e.,

T =

{[(j1 − 1

n

)β
,
(j1
n

)β]
×
[j2 − 1

n
,
j2
n

]
: j1, j2 ∈ {1, . . . , n}

}
.

We abbreviate the width of the elements as h := n−1, and the number of elements N := n2.
Note that there are n elements at the singular edge having a length hβ. To obtain the same
accuracy, a corresponding isotropic rectangular mesh Tiso requires elements at this edge
of the same length. However, in order to limit the aspect ratio, the width must be of
the same order O(hβ). We see that, while the anisotropic mesh has only N elements, the
corresponding isotropic mesh must have solely at the singular edge more than 1/hβ = Nβ/2

elements, i.e., Niso ≥ Nβ/2.
The mesh grading procedure yields a convergence rate O(N−α) for some α > 0. With

the initial number of elements N0, this implies for the corresponding errors that

α =
log(eN0/eN )

log(N/N0)
.

83



4 Finite Element Method

With Niso ≥ Nβ/2, and assuming the same error eiso,Niso = eN , we obtain the isotropic
convergence rate

αiso =
log(eN0/eiso,Niso)

log(Niso/N0)
≤ log(eN0/eN )

log(Nβ/2/N0)
= α

log(N/N0)

log(Nβ/2/N0)
= α

1− log(N0)/ log(N)

β/2 − log(N0)/ log(N)
.

For N → ∞, the last term converges to 2α/β. To obtain the optimal convergence rate
α = αopt for graded meshes, [Ape99, Theorem 4.2 and Remark 4.4] suggests the choice
β := αopt/αuni for the grading parameter β, where αuni is the convergence rate for uniform
refinement. With this, we conclude that αiso ≤ 2αopt/β = 2αuni and altogether

αiso ≤ max(2αuni,αopt). (4.6.6)

Note that, in particular, αiso is generically bounded independently of p, while αopt depends
on p.

4.6.3 Generically singular solution on L-shape

To obtain the L-shaped domain

Ω := (0, 1)2 \ ([0, 1/2] × [0, 1/2]), (4.6.7)

we choose p1(γ1) := p2(γ) = 1 and K̂1(γ) := (0, 0, 0.5, 1, 1), K̂2(γ) := (0, 0, 1, 1), and Ŵγ := 1;
see [GHP17, Section 6.2]. We consider the Poisson problem (4.6.1) with

f := 1. (4.6.8)

For the initial ansatz space with spline degrees p1 := p2 ∈ {2, 3, 4, 5}, we choose the
initial knot vectors K̂1(0) := (0, . . . , 0, 0.5, . . . , 0.5, 1, . . . , 1) and K̂2(0) := (0, . . . , 0, 1 . . . , 1),
where the multiplicity of 0 and 1 is p1 + 1 = p2 + 1, whereas the multiplicity of 0.5 is p1.
We choose the parameters of Algorithm 4.2.6 as θ = 0.4 and Cmin = 1. For comparison, we
also consider uniform refinement, where we mark all elements in each step, i.e., Mℓ = Tℓ
for all ℓ ∈ N0. This leads to uniform bisection of all elements. Note that in both cases the
resulting ansatz functions in Xℓ are differentiable except at the line γ({0.5}× [0, 1]), where
they are only continuous due to the higher multiplicity of 0.5. In particular, the jump
terms of the error estimator ηℓ only have to be calculated at this line; see Remark 4.2.4. In
Figure 4.7, one can see some adaptively generated hierarchical meshes. In Figure 4.8 and
Figure 4.9, we plot the energy error ∥∇u − ∇Uℓ∥L2(Ω) and the error estimator ηℓ against
the number of elements #Tℓ. All values are plotted in a double logarithmic scale such that
the experimental convergence rates are visible as the slope of the corresponding curves.
In all cases, the lines of the error and the error estimator are parallel, which numerically
indicates reliability (4.2.20) and efficiency (4.2.21). The uniform approach leads to the
suboptimal convergence rate O((#Tℓ)−1/3), since the reentrant corner at (0.5, 0.5) causes a
generic singularity of the solution u. However, the adaptive strategy recovers the optimal
convergence rate O((#Tℓ)−p/2) with p := p1 = p2.
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4.6.4 Piecewise constant right-hand side on quarter ring

We construct the rational spline surface given in polar coordinates

Ω :=
{
r(cos(ϕ), sin(ϕ)) : r ∈ (1/2, 1) ∧ ϕ ∈ (0,π/2)

}
(4.6.9)

by choosing p1(γ) := 2, p2(γ) := 1 and K̂1(γ) := (0, 0, 0, 1, 1, 1), K̂2(γ) := (0, 0, 1, 1); see
[GHP17, Section 6.3]. As right-hand side in (4.6.1), we choose the indicator function

f := χS with S :=
{
r(cos(ϕ), sin(ϕ)) : r ∈ (1/2, 3/4) ∧ ϕ ∈ (0,π/4)

}
. (4.6.10)

There holds that S = γ((0.5, 1) × (0, 0.5)).
For the (non-rational) initial ansatz space with spline degrees p1 := p2 ∈ {2, 3, 4, 5}, we

choose the initial knot vectors K̂1(0) := K̂2(0) := (0, . . . , 0, 0.5, . . . , 0.5, 1 . . . , 1), where the
multiplicity of 0 and 1 is p1 + 1 = p2 + 1, whereas the multiplicity of 0.5 is p1 = p2. In
particular, this implies that f is smooth on each element which allows for standard tensor
Gauss quadrature. We choose the parameters of Algorithm 4.2.6 as θ = 0.8 and Cmin = 1.
For comparison, we also consider uniform refinement, where we mark all elements in each
step, i.e., Mℓ = Tℓ for all ℓ ∈ N0. This leads to uniform bisection of all elements. In
Figure 4.10, some adaptively generated hierarchical meshes are illustrated. In Figure 4.11
and Figure 4.12, we plot the energy error ∥∇u − ∇Uℓ∥L2(Ω) and the error estimator ηℓ
against the number of elements #Tℓ. All values are plotted in a double logarithmic scale
such that the experimental convergence rates are visible as the slope of the corresponding
curves. In all cases, the lines of the error and the error estimator are parallel, which
numerically indicates reliability (4.2.20) and efficiency (4.2.21). The uniform approach
leads to the suboptimal convergence rate O((#Tℓ)−1) due to the lack of regularity of the
right-hand side f . However, the adaptive strategy recovers the optimal convergence rate
O((#Tℓ)−p/2) with p := p1 = p2.
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Figure 4.2: Experiment with solution with edge singularity (τ = 9/4) on square of Sec-
tion 4.6.1. Hierarchical meshes T5,T6,T7 generated by Algorithm 4.2.6 (with
θ = 0.5) for hierarchical splines of degree p1 = p2 = 3.
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Figure 4.3: Experiment with solution with edge singularity (τ = 9/4) on square of Sec-
tion 4.6.1. Energy error ∥∇u−∇Uℓ∥L2(Ω) and estimator ηℓ of Algorithm 4.2.6 for
hierarchical splines of degree p1 = p2 ∈ {2, 3, 4, 5} are plotted versus the number
of elements #Tℓ. Uniform and adaptive (θ = 0.5) refinement is considered.
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Figure 4.4: Experiment with solution with edge singularity (τ = 9/4) on square of Sec-
tion 4.6.1. The energy errors ∥∇u−∇Uℓ∥L2(Ω) of Algorithm 4.2.6 for hierarchical
splines of degree p1 = p2 ∈ {2, 3, 4, 5} are plotted versus the number of elements
#Tℓ. Uniform (for p1 = p2 = 2) and adaptive (θ = 0.5 for p1 = p2 ∈ {2, 3, 4, 5})
refinement is considered.
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Figure 4.5: Experiment with solution with edge singularity (τ = 9/4) on square of Sec-
tion 4.6.1. The energy errors ∥∇u−∇Uℓ∥L2(Ω) of Algorithm 4.2.6 for hierarchical
splines of degree p1 = p2 ∈ {2, 3, 4, 5} are plotted versus the number of elements
#Tℓ. Uniform (for p1 = p2 = 2) and adaptive (θ = 0.1 for p1 = p2 ∈ {2, 3, 4, 5})
refinement is considered.
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Figure 4.6: Experiment with solution with edge singularity (τ = 5/4 above and τ = 7/4
below) on square of Section 4.6.1. The energy errors ∥∇u − ∇Uℓ∥L2(Ω) of Al-
gorithm 4.2.6 for hierarchical splines of degree p1 = p2 ∈ {2, 3, 4, 5} are plotted
versus the number of elements #Tℓ. Uniform (for p1 = p2 = 2) and adaptive
(θ = 0.5 for p1 = p2 ∈ {2, 3, 4, 5}) refinement is considered.
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Figure 4.7: Experiment with generically singular solution on L-shape of Section 4.6.3. Hi-
erarchical meshes T6,T9,T11 generated by Algorithm 4.2.6 (with θ = 0.4) for
hierarchical splines of degree p1 = p2 = 2.
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Figure 4.8: Experiment with generically singular solution on L-shape of Section 4.6.3. En-
ergy error ∥∇u−∇Uℓ∥L2(Ω) and estimator ηℓ of Algorithm 4.2.6 for hierarchical
splines of degree p1 = p2 ∈ {2, 3, 4, 5} are plotted versus the number of elements
#Tℓ. Uniform and adaptive (θ = 0.4) refinement is considered.
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Figure 4.9: Experiment with generically singular solution on L-shape of Section 4.6.3. The
energy errors ∥∇u − ∇Uℓ∥L2(Ω) of Algorithm 4.2.6 for hierarchical splines of
degree p1 = p2 ∈ {2, 3, 4, 5} are plotted versus the number of elements #Tℓ.
Uniform (for p1 = p2 = 2) and adaptive (θ = 0.4 for p1 = p2 ∈ {2, 3, 4, 5})
refinement is considered.
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Figure 4.10: Experiment with piecewise constant right-hand side on quarter ring of Sec-
tion 4.6.4. Hierarchical meshes T4,T5,T6 generated by Algorithm 4.2.6 (with
θ = 0.8) for hierarchical splines of degree p1 = p2 = 3.
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Figure 4.11: Experiment with generically singular solution on quarter ring of Section 4.6.4.
Energy error ∥∇u−∇Uℓ∥L2(Ω) and estimator ηℓ of Algorithm 4.2.6 for hierar-
chical splines of degree p1 = p2 ∈ {2, 3, 4, 5} are plotted versus the number of
elements #Tℓ. Uniform and adaptive (θ = 0.8) refinement is considered.
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Figure 4.12: Experiment with generically singular solution on quarter ring of Section 4.6.4.
The energy errors ∥∇u−∇Uℓ∥L2(Ω) of Algorithm 4.2.6 for hierarchical splines
of degree p1 = p2 ∈ {2, 3, 4, 5} are plotted versus the number of elements #Tℓ.
Uniform (for p1 = p2 = 2) and adaptive (θ = 0.8 for p1 = p2 ∈ {2, 3, 4, 5})
refinement is considered.
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5.1 Introduction

In this chapter, we propose and investigate an adaptive boundary element method with
(rational) hierarchical splines for general second-order elliptic systems of partial differential
equations (PDEs) in arbitrary dimension d ≥ 3. For d = 2, we study an adaptive boundary
element method with one-dimensional (rational) splines which allows for knot multiplicity
increase. Whereas the method for hierarchical splines has not been published yet, the
results for the latter method are essentially collected from the recent own works [FGP15,
FGHP16, FGHP17] which treat the two-dimensional Laplace problem.

5.1.1 State of the art

Usually, CAD programs only provide a parametrization of the boundary ∂Ω instead of
the domain Ω itself. In particular, for isogeometric FEM, the parametrization needs to
be extended to the whole domain Ω, which is non-trivial and still an open research topic
[MCK08, AHJ+09, XMDG13, XKW17]. The boundary element method (BEM) circumvents
this difficulty by working only on the CAD provided boundary ∂Ω. However, compared
to the IGAFEM literature, only little is found for isogeometric BEM (IGABEM). The
latter was first considered in [PGK+09] for 2D and in [SSE+13] for 3D. Unlike standard
BEM with piecewise polynomials which is well-studied in the literature, cf. the mono-
graphs [SS11, Ste08a] and the references therein, the numerical analysis of IGABEM is
widely open. We refer to [SBTR12, PTC13, SBLT13, NZW+17] for numerical experi-
ments, to [HR10, TM12, DHK+17, MZBF15, DHP16] for fast IGABEM based on wavelets,
fast multipole, H-matrices resp. H2-matrices, and to [HAD14, KHZvE17, GD17, ACD+17]
for some quadrature analysis. However, to the best of our knowledge, a posteriori error
estimation for IGABEM, has only been considered for simple 2D model problems in the
recent own works [FGP15, FGHP16, FGHP17].

For standard BEM with (dis)continuous piecewise polynomials, a posteriori error esti-
mation and adaptive mesh-refinement are well understood. We refer to [CMPS04, CMS01,
AFF+13] for weighted-residual error estimators and to [FFH+15, FFKP14] for recent
overviews on available a posteriori error estimation strategies. Moreover, optimal con-
vergence of mesh-refining adaptive algorithms has recently been proved for polyhedral
boundaries [FFK+14, FFK+15, FKMP13] as well as smooth boundaries [Gan13]. The
work [AFF+17] allows to transfer these results to piecewise smooth boundaries; see also
the discussion in the review article [CFPP14].
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5.1.2 Sobolev spaces

For arbitrary d ≥ 2, let Ω ⊂ Rd be a bounded Lipschitz domain as in [McL00, Defini-
tion 3.28] and Γ := ∂Ω its boundary. For σ ∈ [0, 1], we define the Hilbert spaces H±σ(Γ)
as in [McL00, page 99] by use of Bessel potentials on Rd−1 and liftings via bi-Lipschitz
mappings1 that describe Γ. For σ = 0, there holds that H0(Γ) = L2(Γ) with equivalent
norms. We set ∥ · ∥H0(Γ) := ∥ · ∥L2(Γ).

For σ ∈ (0, 1], any measurable subset ω ⊆ Γ, and all v ∈ Hσ(Γ), we define the associated
Sobolev–Slobodeckij norm

∥v∥2Hσ(ω) := ∥v∥2L2(ω) + |v|2Hσ(ω) with |v|2Hσ(ω) :=

{∫
ω

∫
ω

|v(x)−v(y)|2

|x−y|d−1+2σ dxdy if σ ∈ (0, 1),

∥∇Γv∥2L2(ω) if σ = 1.

(5.1.1)

It is well-known that ∥ · ∥Hσ(Γ) provides an equivalent norm on Hσ(Γ); see, e.g., [Ste08a,
Lemma 2.19] and [McL00, Theorem 3.30 and page 99] for σ ∈ (0, 1) and [ME14, Theo-
rem 2.28] for σ = 1. Here, ∇Γ(·) denotes the usual (weak) surface gradient which can
be defined for almost all x ∈ Γ as follows: Since Γ is a Lipschitz boundary, there exist
an open cover (Oj)Jj=1 in Rd of Γ such that each ωj := Oj ∩ Γ can be parametrized by a

bi-Lipschitz mapping γωj : ω̂j → ωj, where ω̂j ⊂ Rd−1 is an open set. By Rademacher’s
theorem, γωj is almost everywhere differentiable. The corresponding Gram determinant
det(Dγ⊤ωj

Dγωj ) is almost everywhere positive; see Lemma 5.2.1 below. Moreover, by def-

inition of the space H1(Γ), v ∈ H1(Γ) implies that v ◦ γωj ∈ H1(ω̂j). With the weak
derivative ∇(v ◦ γωj ) ∈ L2(ω̂j)d, we can hence define

(∇Γv)|ωj :=
(
Dγωj(Dγ

⊤
ωj
Dγωj)

−1∇(v ◦ γωj )
)
◦ γ−1

ωj
for all v ∈ H1(Γ). (5.1.2)

One can show that this definition does not depend on the particular choice of the open
sets (Oj)Jj=1 and the corresponding parametrizations (γωj )

J
j=1; see [ME14, Theorem 2.28].

With (5.1.2), we immediately obtain the chain rule

∇(v ◦ γωj ) = Dγ⊤ωj
((∇Γv) ◦ γωj) for all v ∈ H1(Γ). (5.1.3)

For σ ∈ (0, 1], H−σ(Γ) is a realization of the dual space of Hσ(Γ) according to [McL00,
Theorem 3.30 and page 99]. With the dual bracket ⟨· , ·⟩, we define an equivalent norm

∥ψ∥H−σ(Γ) := sup
{
⟨v , ψ⟩ : v ∈ Hσ(Γ) ∧ ∥v∥Hσ(Γ) = 1

}
for all ψ ∈ H−σ(Γ). (5.1.4)

[McL00, page 76] states thatHσ1(Γ) ⊆ Hσ2(Γ) for −1 ≤ σ1 ≤ σ2 ≤ 1, where the inclusion
is continuous and dense. In particular, Hσ(Γ) ⊂ L2(Γ) ⊂ H−σ(Γ) forms a Gelfand triple
in the sense of [SS11, Section 2.1.2.4] for all σ ∈ (0, 1], where ψ ∈ L2(Γ) is interpreted as
function in H−σ(Γ) via

⟨v , ψ⟩ := ⟨v , ψ⟩L2(Γ) =

∫

Γ
v ψ dx for all v ∈ Hσ(Γ),ψ ∈ L2(Γ). (5.1.5)

1For ω̂ ⊆ Rd−1 and ω ⊆ Rd, a mapping γ : ω̂ → ω is bi-Lipschitz if it is bijective and γ as well as its
inverse γ−1 are Lipschitz continuous.
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So far, we have only dealt with scalar-valued functions. For D ≥ 1, σ ∈ [0, 1], v =
(v1, . . . , vD) ∈ Hσ(Γ)D, we define ∥v∥2H±σ(Γ) :=

∑D
j=1 ∥vj∥2H±σ(Γ). If σ > 0, and ω ⊆ Γ is

an arbitrary measurable set, we define ∥v∥Hσ(ω) and |v|Hσ(ω) similarly. With the definition

∇Γv :=

⎛

⎜⎝
∇Γv1

...
∇ΓvD

⎞

⎟⎠ ∈ L2(Γ)D
2

for all v ∈ H1(Γ)D, (5.1.6)

there holds that |v|H1(ω) = ∥∇Γv∥L2(ω). Note thatH
−σ(Γ)D with σ ∈ (0, 1] can be identified

with the dual space of Hσ(Γ)D, where we set

⟨v , ψ⟩ :=
D∑

j=1

⟨vj , ψj⟩ for all v ∈ Hσ(Γ)D,ψ ∈ H−σ(Γ)D. (5.1.7)

Moreover, we set

⟨v , ψ⟩ :=
D∑

j=1

⟨vj , ψj⟩ =
∫

Γ
v · ψ dx for all v ∈ Hσ(Γ)D,ψ ∈ L2(Γ)D. (5.1.8)

The spaces Hσ(Γ) can be also defined as trace spaces or via interpolation, where the
resulting norms are always equivalent with constants which depend only on the dimension
d and the boundary Γ. For a more detailed introduction to Sobolev spaces on the boundary,
the reader is referred to [McL00, SS11, Ste08a].

5.1.3 Model problem

Again, we consider a general second-order linear system of PDEs on the d-dimensional
bounded Lipschitz domain Ω with partial differential operator

Pu := −
d∑

i=1

d∑

i′=1

∂i(Aii′∂i′u) +
d∑

i=1

bi∂iu+ cu, (5.1.9)

where the coefficients Aii′ , bi, c ∈ RD×D are constant for some fixed dimension D ≥ 1.
We suppose that A⊤

ii′ = Ai′i. Moreover, we assume that P is coercive on H1
0 (Ω)

D, i.e.,
the bilinear form ⟨· , ·⟩P of (4.1.2) is elliptic up to some compact perturbation. This is
equivalent to strong ellipticity2 of the matrices Aii′ in the sense of [McL00, page 119].

Let G : Rd \ {0} → RD×D be a corresponding (matrix-valued) fundamental solution in
the sense of [McL00, page 198], i.e., a distributional solution of PG = δ, where δ denotes
the Dirac delta function. For ψ ∈ L∞(Γ)D, we define the single-layer operator as

(Vψ)(x) :=

∫

Γ
G(x− y)ψ(y) dy for all x ∈ Γ. (5.1.10)

2Unfortunately, this name might be misleading. Indeed, strong ellipticity in the sense of [McL00] does not
necessarily imply ellipticity as in (4.1.4).
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According to [McL00, pages 209 and 219–220] and [HMT09, Corollary 3.38], this operator
can be extended for arbitrary σ ∈ (−1/2, 1/2] to a bounded linear operator

V : H−1/2+σ(Γ)D → H1/2+σ(Γ)D. (5.1.11)

[McL00, Theorem 7.6] states that V is always elliptic up to some compact perturbation.
We assume that it is elliptic even without perturbation, i.e.,

⟨Vψ , ψ⟩ ≥ Cell∥ψ∥2H−1/2(Γ) for all ψ ∈ H−1/2(Γ)D. (5.1.12)

This is particularly satisfied for the Laplace problem or for the Lamé problem, where the
case d = 2 requires an additional scaling of the geometry Ω; see, e.g., [Ste08a, Chapter 6].
Moreover, the bilinear form ⟨V · , ·⟩ is continuous due to (5.1.11), i.e., it holds with Ccont :=
∥V∥H−1/2(Γ)D→H1/2(Γ)D that

⟨Vψ , ξ⟩ ≤ Ccont∥ψ∥H−1/2(Γ)∥ξ∥H−1/2(Γ) for all ψ, ξ ∈ H−1/2(Γ)D. (5.1.13)

Given a right-hand side f ∈ H1(Γ)D, we consider the boundary integral equation

Vφ = f. (5.1.14)

Such equations arise from the solution of Dirichlet problems of the form Pu = 0 in Ω with
u = g on Γ for some g ∈ H1/2(Γ)D; see, e.g., Section 5.6 or [McL00, pages 226–229] for
more details. The Lax–Milgram lemma provides existence and uniqueness of the solution
φ ∈ H−1/2(Γ)D of the equivalent variational formulation of (5.1.14)

⟨Vφ , ψ⟩ = ⟨f , ψ⟩ for all ψ ∈ H−1/2(Γ)D. (5.1.15)

In particular, we see that V : H−1/2(Γ)D → H1/2(Γ)D is an isomorphism. In the Galerkin
boundary element method, the test space H−1/2(Γ)D is replaced by some discrete subspace

X• ⊂ L2(Γ)
D ⊂ H−1/2(Γ)D. Again, the Lax–Milgram lemma guarantees existence and

uniqueness of the solution Φ• ∈ X• of the discrete variational formulation

⟨VΦ• , Ψ•⟩ = ⟨f , Ψ•⟩ for all Ψ• ∈ X•, (5.1.16)

and Φ• can in fact be computed by solving a linear system of equations. Note that (5.1.11)
implies that VΨ• ∈ H1(Γ)D for arbitrary Ψ• ∈ X•. The additional regularity f ∈ H1(Γ)D

instead of f ∈ H1/2(Γ)D is only needed to define the residual error estimator (5.2.17) below.
For a more detailed introduction to boundary integral equations, the reader is referred to
the monographs [McL00, SS11, Ste08a].

5.1.4 Outline & Contributions

The remainder of this chapter is roughly organized as follows: Section 5.2 provides an
abstract framework for adaptive mesh-refinement for conforming BEM for the model prob-
lem (5.1.14). Its main result is Theorem 5.2.5 which states optimal convergence behavior
of the standard adaptive Algorithm 2.2.1 applied to the model problem at hand. Its proof
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is given in Section 5.3. In Section 5.4, a conforming BEM for d ≥ 3 based on hierarchical
splines is presented. Its main result is Theorem 5.4.5 which states that hierarchical splines
fit into the framework of Section 5.2. Section 5.5 is devoted to the proof of Theorem 5.4.5.
Two numerical experiments in Section 5.6 underpin the theoretical results, but also demon-
strate the limitations of hierarchical splines in the frame of adaptive BEM when the solution
φ exhibits edge singularities. In Section 5.7, we introduce a new adaptive algorithm (Algo-
rithm 5.7.3) for d = 2 with one-dimensional splines as ansatz space. Whereas the adaptive
algorithm of Section 5.2 resp. Section 5.4 only uses h-refinement, the latter additionally
allows for knot multiplicity increase and thus for local smoothness control of the ansatz
functions. Theorem 5.7.4 states optimal convergence behavior of Algorithm 5.7.3, which is
proved in Section 5.8. We conclude this chapter with three further numerical experiments
in Section 5.9.

Sections 5.2–5.3

In more detail, the contribution of Section 5.2 can be paraphrased as follows: Similarly as in
Section 4.2, we formulate a concrete realization (Algorithm 5.2.4) of the abstract adaptive
Algorithm 2.2.1 driven by some weighted-residual a posteriori error estimator (5.2.17) in the
frame of conforming BEM. We formulate five assumptions (M1)–(M5) on the underlying
meshes (Section 5.2.1), five assumptions (R1)–(R5) on the mesh-refinement (Section 5.2.2),
and six assumptions (S1)–(S6) on the BEM spaces (Section 5.2.3). First, these assumptions
are sufficient to guarantee that the error estimator η• associated with the BEM solution
Φ• ∈ X• ⊂ L2(Γ)D ⊂ H−1/2(Γ)D is reliable, i.e., there exists Crel > 0 such that

∥φ− Φ•∥H−1/2(Γ) ≤ Crel η•. (5.1.17)

Second, Theorem 5.2.5 states that Algorithm 5.2.4 leads to linear convergence with opti-
mal rate as in Theorem 2.3.1. In explicit terms, we identify sufficient conditions of the
underlying meshes, the local BEM spaces, as well as the employed (local) mesh-refinement
rule which guarantee that the related residual a posteriori error estimator is reliable and
satisfies the axioms of adaptivity from Chapter 2.

Section 5.3 is devoted to the proof of Theorem 5.2.5. To prove reliability (5.1.17), we
use a localization argument (Proposition 5.3.7), i.e.,

∥v∥2H1/2(Γ) ≤ Csplit

∑

T∈T•

∑

T ′∈Π•(T )

|v|2H1/2(T∪T ′) (5.1.18)

for all v ∈ H1/2(Γ)D that are L2-orthogonal onto the ansatz space X• corresponding to
some mesh T•, where Csplit > 0 is independent of v. Here, Π•(T ) denotes the patch of T .
For certain piecewise polynomial ansatz functions, this result goes back to [Fae00, Fae02].
In Remark 5.3.10, we note that that one obtains at least plain convergence limℓ→∞ ∥φ −
Φℓ∥H−1/2(Γ) = 0 if Algorithm 5.2.4 is steered by the so-called Faermann estimator which is

reliable and efficient. This result was first proved in [FFME+14] for piecewise constants on
affine triangulations of Γ. In contrast to [FFK+14, FKMP13] which only verify the axioms
of adaptivity for the Laplace problem, our analysis allows for arbitrary strongly-elliptic
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partial differential operators P with constant coefficients as in Section 5.1.3. The crucial
step is the generalization (Proposition 5.3.15) of the inverse inequality from [AFF+17], i.e.,

∥h1/2• ∇ΓVψ∥L2(Γ) ≤ Cinv,V
(
∥ψ∥H−1/2(Γ) + ∥h1/2• ψ∥L2(Γ)

)
for all ψ ∈ L2(Γ)D, (5.1.19)

where Cinv,V > 0, with the help of a Caccioppoli-type inequality (Lemma 5.3.13). Here,
h• ∈ L∞(Γ) denotes the local mesh-size function. Moreover, to cover the non-symmetric
PDEs, we apply some ideas from [FFP14].

Sections 5.4–5.6

Based on the definitions from Section 3.4, Section 5.4 defines hierarchical meshes and
hierarchical splines on the boundary Γ and introduces some local mesh-refinement rule
(Algorithm 5.4.2) which preserves admissibility. To the best of our knowledge, this work is
the first one which investigates BEM in 3D with hierarchical splines as ansatz space. The
main result of Section 5.4 is Theorem 5.4.5 which states that hierarchical splines together
with the proposed local mesh-refinement strategy satisfy all assumptions of Section 5.2,
so that Theorem 5.2.5 applies. Remark 5.4.6 extends the result to rational hierarchical
splines.

To prove this result in Section 5.5, we verify the properties from Section 5.2 for (rational)
hierarchical splines. In particular, we derive the following inverse inequality (Sections 5.5.9
and 5.5.15)

∥h1/2• Ψ•∥L2(Γ) ≤ Cinv∥Ψ•∥H−1/2(Γ) for all Ψ• ∈ X•, (5.1.20)

where Cinv > 0 and X• denotes the space of all (rational) hierarchical splines on some mesh
T•. For piecewise polynomial ansatz functions, this result goes back to [DFG+04, GHS05,
Geo08]. Further, we construct a quasi-interpolation projection J•,T• : L2(Γ)D → X• which
is locally L2-stable (Section 5.5.14 and Section 5.5.15).

We conclude this part with two numerical examples in Section 5.6.

Sections 5.7–5.9

Section 5.7 defines knot vectors and corresponding univariate splines on the boundary Γ of
a two-dimensional domain Ω ⊂ R2. We formulate an adaptive algorithm (Algorithm 5.7.3)
which is driven by a node-based version of the weighted-residual a posteriori error estima-
tor (5.2.17). Instead of marking elements, it marks nodes. Given these nodes, we apply a
refinement strategy (Algorithm 5.7.2) which uses classical bisection as well as knot multi-
plicity increase to obtain a finer knot vector. Theorem 5.7.4 states again reliability (5.1.17)
and linear convergence of the error estimator at optimal algebraic rate. Remark 5.7.6
extends the result to rational splines.

To prove this result in Section 5.8, we consider an equivalent reformulation of Algo-
rithm 5.7.3. We prove slightly adapted versions of the properties from Section 5.2 to see
that the reformulation fits into the abstract framework of Chapter 2. In particular, The-
orem 5.7.4 follows from Corollary 2.3.4. The adapted properties from Section 5.2 include
the inverse estimate (5.1.20) (Section 5.8.3 and Section 5.8.11) for the space of (rational)
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splines X• and the existence of a quasi-interpolation projection J•,T• : L2(Γ)D → X• which
is locally L2-stable (Section 5.8.7 and Section 5.8.11). Again, we note in Remark 5.8.3 that
the application of the Faermann estimator would lead at least to plain convergence.

We conclude this part with three numerical examples in Section 5.9.

5.2 Axioms of adaptivity (revisited)

The aim of this section is to formulate an adaptive algorithm (Algorithm 5.2.4) for conform-
ing BEM discretizations of our model problem (5.1.14), where adaptivity is driven by the
residual a posteriori error estimator (see (5.2.17) below). We identify the crucial proper-
ties of the underlying meshes, the mesh-refinement, as well as the boundary element spaces
which ensure that the residual error estimator fits into the general framework of Chapter 2
and which hence guarantee optimal convergence behavior of the adaptive algorithm. The
main result of this section is Theorem 5.2.5 which is proved in Section 5.3.

5.2.1 Meshes

Throughout, T• is a mesh of the boundary Γ = ∂Ω of the bounded Lipschitz domain Ω ⊂ Rd

in the following sense:

• T• is a finite set of compact Lipschitz domains on Γ, i.e., each element T has the
form T = γT (T̂ ), where T̂ is a compact3 Lipschitz domain in Rd−1 and γT : T̂ → T
is bi-Lipschitz;

• for all T, T ′ ∈ T• with T ̸= T ′, the intersection T∩T ′ has (d−1)-dimensional Hausdorff
measure zero;

• T• is a partition of Γ, i.e., Γ =
⋃

T∈T• T .

We suppose that there is a countably infinite set T of admissible meshes. In order to ease
notation, we introduce for T• ∈ T the corresponding mesh-width function

h• ∈ L∞(Γ) with h•|T = hT := |T |1/(d−1) for all T ∈ T•. (5.2.1)

For ω ⊆ Γ, we define the patches of order q ∈ N0 inductively by

π0•(ω) := ω, πq•(ω) :=
⋃{

T ∈ T• : T ∩ πq−1
• (ω) ̸= ∅

}
. (5.2.2)

The corresponding set of elements is

Πq
•(ω) :=

{
T ∈ T• : T ⊆ πq•(ω)

}
, i.e., πq•(ω) =

⋃
Πq

•(ω). (5.2.3)

To abbreviate notation, we set π•(ω) := π1•(ω) and Π•(ω) := Π1
•(ω). If ω = {z} for some

z ∈ Γ, we write πq•(z) := πq•({z}) and Πq
•(z) := Πq

•({z}), where we skip the index for

3A compact Lipschitz domain is the closure of a bounded Lipschitz domain. For d = 2, it is the finite
union of compact intervals with non-empty interior.
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q = 1 as before. For S ⊆ T•, we define πq•(S) := πq•(
⋃

S) and Πq
•(S) := Πq

•(
⋃

S), and the
superscript is omitted for q = 1.

We assume the existence of constants Cpatch, Clocuni, Cshape, Ccent, Csemi > 0 such that
the following assumptions are satisfied for all T• ∈ T:

(M1) Bounded element patch: For all T ∈ T•, there holds that

#Π•(T ) ≤ Cpatch,

i.e., the number of elements in a patch is uniformly bounded.

(M2) Local quasi-uniformity: For all T ∈ T•, there holds that

diam(T )/diam(T ′) ≤ Clocuni for all T ′ ∈ Π•(T ),

i.e., neighboring elements have comparable diameter.

(M3) Shape-regularity: For all T ∈ T•, there holds that

diam(T )/hT ≤ Cshape.

Since there always holds that hT ≤ diam(T ), this implies that hT ≃ diam(T ).

(M4) Patch centered elements: For all T ∈ T•, there holds4 that

diam(T ) ≤ Ccent dist(T,Γ \ π•(T )),

i.e., each element lies essentially in the center of its patch.

(M5) Local seminorm estimate: For all z ∈ Γ and v ∈ H1(Γ), there holds that

|v|H1/2(π•(z)) ≤ Csemi diam(π•(z))
1/2|v|H1(π•(z)).

The following proposition shows that (M5) is actually always satisfied. However, in
general the multiplicative constant depends on the shape of the point patches. The proof
is inspired by [DNPV12, Proposition 2.2], where an analogous assertion for norms instead
of seminorms is found. For σ = 1/2 and d = 2, we already showed the assertion in
the recent own work [FGHP16, Lemma 4.5]. For polyhedral domains Ω, it is proved in
[FFME+14, Proposition 3.3] via interpolation techniques. First, we need the following
elementary lemma, which is stated, e.g., in [ME14, Lemma 2.14]. We include the proof for
completeness.

Lemma 5.2.1. Let ω̂ be an open set in Rd−1, ω ⊆ Rd and γ : ω̂ → ω bi-Lipschitz, i.e.,
there exists a constant C > 0 such that

C−1|s− t| ≤ |γ(s)− γ(t)| ≤ C|s− t| for all s, t ∈ ω̂. (5.2.4)

Then, γ is differentiable almost everywhere, and it holds for almost all t ∈ ω̂ that

C−1|r| ≤ |Dγ(t)r| ≤ C|r| for all r ∈ Rd−1. (5.2.5)

For the corresponding Gram determinant, this implies that almost all t ∈ ω̂ satisfy that

C−(d−1) ≤
√

det(Dγ⊤(t)Dγ(t)) ≤ Cd−1 (5.2.6)
4We use the convention dist(T, ∅) := diam(Γ).
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Proof. By Rademacher’s theorem γ is differentiable almost everywhere. If γ is differentiable
at t ∈ ω̂, there holds that

Dγ(t)r = lim
ϵ→0

γ(t+ ϵr)− γ(t)

ϵ
,

and bi-Lipschitz continuity of γ immediately implies (5.2.5). If r is even an eigenvector of
Dγ(t)⊤Dγ(t) with eigenvalue λ, we derive that

C−2 ≤ λ =
|Dγ(t)r|2

|r|2 ≤ C2.

Since det(Dγ⊤(t)Dγ(t)) is the product of the d−1 eigenvalues ofDγ⊤(t)Dγ(t), we conclude
(5.2.6), and thus the proof.

Proposition 5.2.2. Let ω̂ ⊂ Rd−1 be a bounded and connected Lipschitz domain and
γω : ω̂ → ω ⊆ Γ bi-Lipschitz. In particular, there exists a constant Clipref > 0 such that

C−1
lipref |s− t| ≤ |γω(s)− γω(t)|

diam(ω)
≤ Clipref |s− t| for all s, t ∈ ω̂. (5.2.7)

Then, for arbitrary σ ∈ (0, 1) there exists a constant Csemi(ω̂) > 0 such that

|v|Hσ(ω) ≤ Csemi(ω̂) diam(ω)1−σ |v|H1(ω) for all v ∈ H1(Γ). (5.2.8)

The constant Csemi(ω̂) > 0 depends only on the dimension d, σ, the set ω̂, and Clipref .

Proof. We split the proof into three steps.
Step 1: According to [McL00, Theorem A.4], there exists a continuous linear extension
operator E1 : H1(ω̂) → H1(Rd−1) with (E1v)|ω̂ = v|ω̂. We define the operator

E : H1(ω̂) → H1(Rd−1), v 6→ E1

(
v − 1

|ω̂|

∫

ω̂
v dx

)
+

1

|ω̂|

∫

ω̂
v dx.

Then, E is also a continuous linear extension operator with (Ev)|ω̂ = v|ω̂. The Poincaré
inequality proves the existence of a constant Cext(ω̂) > 0 depending only on ω̂ and the
operator norm ∥E1∥ such that

∥∇Ev∥L2(Rd−1) ≤ ∥E1∥
∥∥∥v −

1

|ω̂|

∫

ω̂
v dx

∥∥∥
H1(ω̂)

≤ Cext(ω̂)∥∇v∥L2(ω̂). (5.2.9)

Step 2: We prove (5.2.8) in the parameter domain, where the corresponding seminorms are
defined analogously. Let E be the extension operator of Step 1. Note that E particularly
extends any function on ω̂ to its convex hull co(ω̂). Let v̂ ∈ H1(ω̂). First, we assume
that Ev̂ ∈ C∞(Rd−1)∩H1(Rd−1). Then, the (higher-dimensional) fundamental theorem of
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calculus and the Cauchy–Schwarz inequality prove that

|v̂|2Hσ(ω̂) =

∫

ω̂

∫

ω̂

|v̂(s)− v̂(t)|2
|s− t|d−1+2σ

dtds

=

∫

ω̂

∫

ω̂

(∫ 1
0 ∇Ev̂(s+ τ(t− s)) · (t− s) dτ

)2

|s− t|d−1+2σ
dtds

≤
∫

ω̂

∫

ω̂

∫ 1

0

|∇Ev̂(s+ τ(t− s))|2

|s − t|d−3+2σ
dτdtds.

=

∫

ω̂

∫

ω̂−s

∫ 1

0

|∇Ev̂(s + τr)|2

|r|d−3+2σ
dτdrds.

Next, we enlarge the integration domains and apply the Fubini theorem

|v̂|2Hσ(ω̂) ≤
∫

Rd−1

∫

ω̂−ω̂

∫ 1

0

|∇Ev̂(s+ τr)|2

|r|d−3+2σ
dτdrds

=

∫

ω̂−ω̂

∫

Rd−1

|∇Ev̂(s)|2

|r|d−3+2σ
dsdr.

Note that ω̂ − ω̂ ⊆ B2diam(ω̂)(0), where B2diam(ω̂)(0) denotes the open ball in Rd−1 with
center 0 and radius 2 diam(ω̂). With this and (5.2.9) from Step 1, we conclude that

|v̂|2Hσ(ω̂) ≤ ∥∇Ev̂∥2L2(Rd−1)

∫

B2diam(ω̂)(0)
|r|−d+3−2σdr

≤ Cext(ω̂)
2∥∇v̂∥2L2(ω̂)

∫

B2diam(ω̂)(0)
|r|−d+3−2σdr.

(5.2.10)

Transforming to polar coordinates, shows that the integral in (5.2.10) is finite. By density
of C∞(Rd−1)∩H1(Rd−1) in H1(Rd−1) (see, e.g. [McL00, page 76]), (5.2.10) is also valid if
Ev̂ ∈ H1(Rd−1).
Step 3: Now, we prove (5.2.8). Lemma 5.2.1 shows that

C−(d−1)
lipref ≤

√
det(Dγ⊤ω Dγω)(s)

diam(ω)d−1
≤ Cd−1

lipref for almost all s ∈ ω̂. (5.2.11)

With (5.2.7), it hence holds that

|v|2Hσ(ω) =

∫

ω

∫

ω

|v(x)− v(y)|2

|x− y|d−1+2σ
dxdy

≤ (diam(ω)−1Clipref)
d−1+2σ(diam(ω)Clipref)

2(d−1)
∫

ω̂

∫

ω̂

|v(γω(s))− v(γω(t))|2

|s− t|d−1+2σ
dsdt

≃ diam(ω)d−1−2σ
∫

ω̂

∫

ω̂

|v(γω(s))− v(γω(t))|2

|s− t|d−1+2σ
dsdt

= diam(ω)d−1−2σ |v ◦ γω|2Hσ(ω̂).
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Next, we apply Step 2 with the chain rule (5.1.3) to see that

|v|2Hσ(ω) ! diam(ω)d−1−2σ∥∇(v ◦ γω)∥2L2(ω̂)

= diam(ω)d−1−2σ
∫

ω̂
|Dγω(t)⊤∇Γv(γω(t))|2 dt.

Note that ∥Dγω∥L∞(ω̂) ≤ Clipref diam(ω) due to Lemma 5.2.1. Together with (5.2.11), we
derive that

|v|2Hσ(ω) ! diam(ω)d−1−2σ diam(ω)2 diam(ω)−(d−1)
∫

ω
|∇Γv(x)|2 dx.

This concludes the proof.

5.2.2 Mesh-refinement

We make exactly the same assumptions as in Section 4.2.2. For convenience of the reader,
we state them again in this section.

For T• ∈ T and an arbitrary set of marked elements M• ⊆ T•, we associate a cor-
responding refinement T◦ := refine(T•,M•) ∈ T with M• ⊆ T• \ T◦, i.e., at least the
marked elements are refined. Moreover, we suppose for the cardinalities that #T• < #T◦
if M• ̸= ∅ and T◦ = T• else. We define refine(T•) as the set of all T◦ such that
there exist meshes T(0), . . . ,T(J) and marked elements M(0), . . . ,M(J−1) with T◦ = T(J) =
refine(T(J−1),M(J−1)), . . . ,T(1) = refine(T(0),M(0)) and T(0) = T•. We assume that
there exists a fixed initial mesh T0 ∈ T with T = refine(T0).

We suppose that there exist Cson ≥ 2 and 0 < ρson < 1 such that all meshes T• ∈
T satisfy for arbitrary marked elements M• ⊆ T• with corresponding refinement T◦ :=
refine(T•,M•), the following elementary properties (R1)–(R3):

(R1) Son estimate: It holds that

#T◦ ≤ Cson #T•,

i.e., one step of refinement leads to a bounded increase of elements.

(R2) Father is union of sons: For all T ∈ T•, it holds that

T =
⋃{

T ′ ∈ T◦ : T ′ ⊆ T
}
,

i.e., each element T is the union of its successors.

(R3) Reduction of sons: For all T ∈ T•, it holds that

|T ′| ≤ ρson |T | for all T ′ ∈ T◦ with T ′ ! T,

i.e., successors are uniformly smaller than their father.
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By induction and the definition of refine(T•), one easily sees that (R2)–(R3) remain valid
if T◦ is an arbitrary mesh in refine(T•). In particular, (R2)–(R3) imply that each refined
element T ∈ T• \ T◦ is split into at least two sons, wherefore

#(T• \ T◦) ≤ #T◦ −#T• for all T◦ ∈ refine(T•). (5.2.12)

Besides (R1)–(R3), we suppose the following less trivial requirements (R4)–(R5) with
generic constants Cclos, Cover > 0:

(R4) Closure estimate: Let (Tℓ)ℓ∈N0 be an arbitrary sequence in T such that Tℓ+1 =
refine(Tℓ,Mℓ) with some Mℓ ⊆ Tℓ for all ℓ ∈ N0. Then, for all ℓ ∈ N0, there holds
that

#Tℓ −#T0 ≤ Cclos

ℓ−1∑

j=0

#Mj.

(R5) Overlay property: For all T•,T⋆ ∈ T, there exists a common refinement T◦ ∈
refine(T•) ∩ refine(T⋆) which satisfies the overlay estimate

#T◦ ≤ Cover(#T⋆ −#T0) + #T•.

5.2.3 Boundary element space

With each T• ∈ T, we associate a finite dimensional space of vector valued functions

X• ⊂ L2(Γ)D ⊂ H−1/2(Γ)D. (5.2.13)

Let Φ• ∈ X• be the corresponding Galerkin approximation to the solution φ ∈ H−1/2(Γ)D

of (5.1.14), i.e.,

⟨VΦ• , Ψ•⟩ = ⟨f , Ψ•⟩ for all Ψ• ∈ X•. (5.2.14)

We note the Galerkin orthogonality

⟨f −VΦ• , Ψ•⟩ = 0 for all Ψ• ∈ X•, (5.2.15)

as well as the resulting Céa type quasi-optimality

∥φ− Φ•∥H−1/2(Γ) ≤ CCéa min
Ψ•∈X•

∥φ−Ψ•∥H−1/2(Γ) with CCéa :=
Ccont
Cell

. (5.2.16)

We assume the existence of constants Cinv > 0, qloc, qproj, qsupp ∈ N0, and 0 < ρunity < 1,
such that the following properties (S1)–(S4) hold for all T• ∈ T:

(S1) Inverse inequality: For all Ψ• ∈ X•, it holds that

∥h1/2• Ψ•∥L2(Γ) ≤ Cinv ∥Ψ•∥H−1/2(Γ).

(S2) Nestedness: For all T◦ ∈ refine(T•), it holds that

X• ⊆ X◦.
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(S3) Local domain of definition: For all T◦ ∈ refine(T•), T ∈ T• \ Πqloc
• (T• \ T◦) ⊆

T• ∩ T◦, and Ψ◦ ∈ X◦, it holds that

Ψ◦|πqproj
• (T )

∈
{
Ψ•|πqproj

• (T )
: Ψ• ∈ X•

}
.

(S4) Componentwise local approximation of unity: For all T ∈ T• and all j ∈
{1, . . . ,D}, there exists some Ψ•,T,j ∈ X• with

T ⊆ supp(Ψ•,T,j) ⊆ π
qsupp
• (T ),

such that only the j-th component does not vanish, i.e.,

(Ψ•,T,j)j′ = 0 for j′ ̸= j,

and

∥1− (Ψ•,T,j)j∥L2(supp(Ψ•,T,j)) ≤ ρunity|supp(Ψ•,T,j)|1/2.

Remark 5.2.3. Clearly, (S4) is in particular satisfied if X• is a product space, i.e., X• =∏D
j=1(X•)j , and each component (X•)j ⊂ L2(Γ) satisfies (S4).

Besides (S1)–(S4), we suppose that there exist constants Csz > 0 as well as qsz ∈ N0 such
that for all T• ∈ T and S ⊆ T•, there exists a linear operator J•,S : L2(Γ)D →

{
Ψ• ∈ X• :

Ψ•|⋃(T•\S) = 0
}
with the following properties (S5)–(S6):

(S5) Local projection property. Let qloc, qproj ∈ N0 from (S3). For all ψ ∈ L2(Γ)D and
T ∈ T• with Πqloc

• (T ) ⊆ S, it holds that

(J•,Sψ)|T = ψ|T , if ψ|
π
qproj
• (T )

∈
{
Ψ•|πqproj

• (T )
: Ψ• ∈ X•

}
.

(S6) Local L2-stability. For all ψ ∈ L2(Γ)D and T ∈ T•, it holds that

∥J•ψ∥L2(T ) ≤ Csz∥ψ∥L2(πqsz
• (T )).

5.2.4 Error estimator

Let T• ∈ T. Due to the regularity assumption f ∈ H1(Γ)D, the mapping property (5.1.11),
and X• ⊂ L2(Γ)D, there holds that f − VΨ• ∈ H1(Γ)D for all Ψ• ∈ X•. This allows to
employ the weighted-residual a posteriori error estimator

η• := η•(T•) with η•(S)2 :=
∑

T∈S

η•(T )
2 for all S ⊆ T•, (5.2.17a)

where, for all T ∈ T•, the local refinement indicators read

η•(T )
2 := hT |f −VΦ•|2H1(T ). (5.2.17b)

This estimator goes back to the works [CS96, Car97], where reliability (5.2.22) is proved
for standard 2D BEM with piecewise polynomials on polygonal geometries, while the cor-
responding result for 3D BEM is found in [CMS01].
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5.2.5 Adaptive algorithm

We consider the following concrete realization of the abstract Algorithm 2.2.1.

Algorithm 5.2.4. Input:Dörfler parameter θ ∈ (0, 1] and marking constant Cmin ∈ [1,∞].
Loop: For each ℓ = 0, 1, 2, . . . , iterate the following steps:

(i) Compute Galerkin approximation Φℓ ∈ Xℓ.

(ii) Compute refinement indicators ηℓ(T ) for all elements T ∈ Tℓ.

(iii) Determine a set of marked elements Mℓ ⊆ Tℓ which has up to the multiplicative
constant Cmin minimal cardinality, such that the following Dörfler marking is satisfied

θ η2ℓ ≤ ηℓ(Mℓ)
2. (5.2.18)

(iv) Generate refined mesh Tℓ+1 := refine(Tℓ,Mℓ).

Output: Refined meshes Tℓ and corresponding Galerkin approximations Φℓ with error es-
timators ηℓ for all ℓ ∈ N0.

5.2.6 Optimal convergence

With µ from Section 2.2.1 defined as cardinality #(·), we recall the definitions of Chapter 2

T(N) :=
{
T• ∈ T : #T• −#T0 ≤ N

}
for all N ∈ N0 (5.2.19)

and for all s > 0

Capprox(s) := sup
N∈N0

min
T•∈T(N)

(N + 1)s η• ∈ [0,∞]. (5.2.20)

We say that the solution φ ∈ H−1/2(Γ)D lies in the approximation class s with respect to
the estimator if

∥φ∥Aest
s

:= Capprox(s) < ∞. (5.2.21)

By definition, ∥φ∥Aest
s

< ∞ implies that the error estimator η• on the optimal meshes T•
decays at least with rate O

(
(#T•)−s

)
. The following main theorem states that each pos-

sible rate s > 0 is in fact realized by Algorithm 5.2.4. The proof is given in Section 5.3.
It essentially follows from its abstract counterpart Theorem 2.3.1 by verifying the axioms
of Section 2.3. Such an optimality result was first proved in [FKMP13] for the Laplace
operator P = −∆ on a polyhedral domain Ω. As ansatz space, they considered piecewise
constants on shape-regular triangulations. [FFK+14] in combination with [AFF+17] ex-
tends the assertion to piecewise polynomials on shape-regular curvilinear triangulations of
some piecewise smooth boundary Γ. Independently, [Gan13] proved the same result for
globally smooth Γ and arbitrary symmetric and elliptic boundary integral operators.

Theorem 5.2.5. Let (Tℓ)ℓ∈N0 be the sequence of meshes generated by Algorithm 5.2.4.
Then, there hold:
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(i) Suppose (M1)–(M5), and (S4). Then, the residual error estimator satisfies reliability,
i.e., there exists a constant Crel > 0 such that

∥φ− Φ•∥H−1/2(Γ) ≤ Crelη• for all T• ∈ T. (5.2.22)

(ii) Suppose (M1)–(M5), (R2)–(R3), and (S1)–(S2). Then, for arbitrary 0 < θ ≤ 1 and
Cmin ∈ [1,∞], the estimator converges linearly, i.e., there exist constants 0 < ρlin < 1
and Clin ≥ 1 such that

η2ℓ+j ≤ Clinρ
j
linη

2
ℓ for all j, ℓ ∈ N0. (5.2.23)

(iii) Suppose (M1)–(M5), (R1)–(R5), and (S1)–(S6). Then, there exists a constant 0 <
θopt ≤ 1 such that for all 0 < θ < θopt and Cmin ∈ [1,∞), the estimator converges at
optimal rate, i.e., for all s > 0 there exist constants copt, Copt > 0 such that

copt∥φ∥Aest
s

≤ sup
ℓ∈N0

(#Tℓ −#T0 + 1)s ηℓ ≤ Copt∥φ∥Aest
s
, (5.2.24)

where the lower bound requires only (R1) to hold.

All involved constants Crel, Clin, qlin, θopt, and Copt depend only on the assumptions made
as well as the dimensions d,D, the coefficients of the differential operator P, and Γ, while
Clin, ρlin depend additionally on θ and the sequence (Φℓ)ℓ∈N0 , and Copt depends furthermore
on Cmin, and s > 0. The constant copt depends only on Cson,#T0, s, and if there exists ℓ0
with ηℓ0 = 0, then also on ℓ0 and η0.

Remark 5.2.6. In contrast to FEM, efficiency (4.2.21) for the weighted-residual error
estimator η• is an open question. Indeed, [AFF+13] is the only available result in the
literature. However, [AFF+13] is restricted to the two dimensional case Ω ⊂ R2 with
piecewise constant ansatz functions. Moreover, additional (regularity) assumptions on the
right-hand side f are required.

Remark 5.2.7. If the bilinear form ⟨V · , ·⟩ is symmetric, then Clin, ρlin, and Copt are
independent of (Φℓ)ℓ∈N0 ; see Remark 5.3.17 below.

Remark 5.2.8. Let Γ0 ! Γ be an open subset of Γ = ∂Ω and let E0 : L2(Γ0)D → L2(Γ)D

denote the operator that extends a function defined on Γ0 to a function on Γ by zero. We
define the space of restrictions H1/2(Γ0) :=

{
v|Γ0 : v ∈ H1/2(Γ)

}
endowed with the quotient

norm v0 6→ inf
{
∥v∥H1/2(Γ) : v|Γ0 = v0

}
and its dual space H̃−1/2(Γ0) := H1/2(Γ0)∗.

According to [AFF+17, Section 2.1], E0 can be extended to an isometric operator E0 :
H̃−1/2(Γ0)D → H−1/2(Γ)D. Then, one can consider the integral equation

(VE0φ)|Γ0 = f |Γ0 , (5.2.25)

where (VE0(·))|Γ0 : H̃−1/2(Γ0)D → H1/2(Γ0)D. In the literature, such problems are known
as screen problems; see, e.g., [SS11, Section 3.5.3]. Theorem 5.2.5 should hold analogously
for the screen problem (5.2.25). Indeed, the works [FKMP13, FFK+14, AFF+17, Gan13]
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cover this case as well. However, the literature on restricted Sobolev spaces and their equiv-
alent definitions is often not very thorough. In particular, the corresponding proof requires
the fact that for all v0 ∈ Hσ(Γ0), the norm ∥v0∥H1/2(Γ0) defined in (5.1.1) is equivalent to

the quotient norm inf
{
∥v∥H1/2(Γ) : v|Γ0 = v0

}
(which is considered in [McL00]). To ease

the presentation, we focus on closed boundaries Γ = ∂Ω.

Remark 5.2.9. (a) We additionally assume that X• contains all componentwise constant
functions, i.e.,

x ∈ X• for all x ∈ RD. (5.2.26)

Then, under the assumption that ∥hℓ∥L∞(Ω) → 0 as ℓ → ∞, one can show that X∞ :=⋃
ℓ∈N0

Xℓ = H−1/2(Γ)D. To see this, recall that H1/2(Γ)D is continuously and densely

embedded in L2(Γ)D which is itself continuously and densely embedded in H−1/2(Γ)D. For
ψ ∈ H−1/2(Γ)D and arbitrary ϵ > 0, let ψϵ ∈ H1/2(Γ)D with ∥ψ − ψϵ∥H−1/2(Γ) < ϵ. We
abbreviate the projection operator Jℓ := Jℓ,Tℓ for all ℓ ∈ N0. For all T ∈ Tℓ, the projection
property (S5) in combination with our additional assumption (5.2.26) as well as the local
L2-stability (S6) show that

∥(1 − Jℓ)ψϵ∥L2(T ) =
∥∥∥(1− Jℓ)

(
ψϵ −

1

|πqsz• (T )|

∫

πqsz
• (T )

ψϵ dx
)∥∥∥

L2(T )

!
∥∥∥ψϵ −

1

|πqsz• (T )|

∫

πqsz
• (T )

ψϵ dx
∥∥∥
L2(πqsz

• (T ))
.

With this, the Poincaré–type inequality from Lemma 5.3.3 below, and (M1)–(M3), we see
that

∥(1 − Jℓ)ψϵ∥L2(T ) ≤ h1/2T |ψϵ|H1/2(T ) ≤ ∥hℓ∥
1/2
L∞(Γ)|ψϵ|H1/2(T ).

Squaring and summing over all elements yields that

∥(1 − Jℓ)ψϵ∥2H−1/2(Γ) ! ∥(1− Jℓ)ψϵ∥2L2(Γ) ! ∥hℓ∥L∞(Γ)

∑

T∈T•

|ψϵ|2H1/2(T ).

Elementary calculations prove that
∑

T∈T• |ψϵ|2H1/2(T )
≤ |ψϵ|2H1/2(Γ)

; see also Proposition 5.3.8.

Since limℓ→∞ ∥hℓ∥L∞(Γ) = 0 and ϵ was arbitrary, this concludes the proof.
(b) The latter observation allows to follow the ideas of [BHP17] and to show that the

adaptive algorithm yields convergence even if the bilinear form ⟨V · , ·⟩ is only elliptic up
to some compact perturbation, provided that the continuous problem is well-posed. This
includes, e.g., adaptive BEM for the Helmhotz equation; see [Ste08a, Section 6.9]. For
details, the reader is referred to [BHP17].

5.3 Proof of Theorem 5.2.5

In the following subsections, we prove Theorem 5.2.5. Reliability (5.2.22) is treated ex-
plicitly in Section 5.3.2. It follows immediately from an auxiliary result on the localization
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of the Sobolev–Slobodeckij norm which is investigated in Section 5.3.1. To prove (ii)–(iii),
we just verify the abstract axioms of Section 2.3 following the ideas of the seminal works
[FKMP13, FFK+14]. This allows to apply Theorem 2.3.1. The perturbations ϱ•,◦ are
chosen as

ϱ•,◦ := Cϱ∥Φ◦ − Φ•∥H−1/2(Γ) for all T• ∈ T,T◦ ∈ refine(T•), (5.3.1)

with some constant Cϱ > 0 which is fixed later in Section 5.3.6. To apply Theorem 2.3.1
(i), we additionally have to show that limℓ→∞ ϱℓ,ℓ+1 = 0.

5.3.1 Localization of the Sobolev–Slobodeckij norm

Let T• ∈ T. In contrast to the integer-case, for σ ∈ (0, 1), the norm ∥ ·∥Hσ(Γ) is not additive
in the sense that

∥v∥2Hσ(Γ) ≃
∑

T∈T•

∥v∥2Hσ(T ) for all v ∈ Hσ(Γ)D.

Whereas the lower bound ”"” can be proved elementarily for arbitrary v ∈ Hσ(Γ)D (see
Proposition 5.3.8), the upper bound ”!” is in general false; see [CF01, Section 3]. The
main result of this section is Proposition 5.3.7. It states that, if one replaces the elements
T by some overlapping patches, then the upper bound is satisfied for functions v ∈ Hσ(Γ)D

which are L2-orthogonal to the ansatz space X•. With this, one can immediately construct
a reliable and efficient error estimator, namely the so-called Faermann estimator ; see Re-
mark 5.3.10. For d = 2, the result of the proposition goes back to [Fae00], where X• is
chosen as space of splines transformed via the arc length parametrization γ : [a, b] → Γ onto
the one-dimensional boundary. In the recent own works [Gan14, FGP15], we generalized
the assertion to rational splines, where we could also drop the restriction that γ is the
arc length parametrization. For d = 3, [Fae02] proved the result for certain (transformed)
polynomials of degree p ∈ {0, 1, 5, 6} on a curvilinear triangulation of Γ. The proof of our
extended version was essentially inspired by [Fae02]. The key ingredient is the assumption
(S4) which is exploited in Lemma 5.3.4. We start with the following basic estimate, which
is also proved in [Hac95, Lemma 8.2.4] for a piecewise smooth boundary Γ.

Lemma 5.3.1. For all λ > 0, there is a constant C(λ) > 0 such that for all x ∈ Rd and
all ϵ > 0, there holds that

∫

Γ\Bϵ(x)
|x− y|−d+1−λdy ≤ C(λ)ϵ−λ. (5.3.2)

The constant C(λ) depends only on the parameter λ, the dimension d, and Γ.

Proof. We only prove the assertion if Γ is the graph of a Lipschitz mapping ζ : Rd−1 → R.
The general case then follows easily from the definition of Lipschitz domains [McL00,
Definition 3.28]. Note that the mapping γ : Rd−1 → Rd with γ(s) = (s, ζ(s)) is bi-Lipschitz.
Let C1 be an upper bound for the Lipschitz constants of γ and γ−1. Lemma 5.2.1 shows
that

C−(d−1)
1 ≤

√
det(Dγ⊤Dγ)(s) ≤ Cd−1

1 for almost all s ∈ Rd−1. (5.3.3)
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Step 1: First, we consider x = γ(s) ∈ Γ with some s ∈ Rd−1. By Lipschitz continuity of
γ, there holds that Bϵ/C1

(s) ⊆ γ−1(Bϵ(x)). This together with Lipschitz continuity of γ−1

and the boundedness (5.3.3) of the Gram determinant shows that

∫

Γ\Bϵ(x)
|x− y|−d+1−λdy =

∫

Rd−1\γ−1(Bϵ(x))
|γ(s)− γ(t)|−d+1−λ

√
det(Dγ⊤Dγ)(t)dt

≤
∫

Rd−1\B(ϵ/C1)
(s)

Cd−1+λ
1 |s− t|−d+1−λCd−1

1 dt.

Transforming to polar coordinates, we conclude that

∫

Γ\Bϵ(x)
|x− y|−d+1−λdy !

∫ ∞

ϵ/C1

r−d+1−λ rd−2dr =
Cλ
1

λ
ϵ−λ.

Step 2: Let x ∈ Γc and let x0 = γ(s0) ∈ Γ with |x− x0| = dist(x,Γ) and some s0 ∈ Rd−1.
First, let |x− x0| ≥ ϵ/2. The triangle inequality shows that |x0 − x|+ |x0 − y| ≤ |y − x|+
|x0 − x|+ |x− y| ≤ 3|x− y| for all y ∈ Γ. This and (5.3.3) imply that

∫

Γ\Bϵ(x)
|x− y|−d+1−λdy ≤

∫

Γ
|x− y|−d+1−λdy !

∫

Γ
(|x0 − x|+ |x0 − y|)−d+1−λdy

!

∫

Rd−1
(|x0 − x|+ |γ(s0)− γ(t)|)−d+1−λdt

!

∫

Rd−1
(ϵ/2 + C−1

1 |s0 − t|)−d+1−λdt.

By transforming to polar coordinates, we conclude that
∫

Γ\Bϵ(x)
|x− y|−d+1−λdy !

∫ ∞

0
(ϵ+ r)−d+1−λrd−2dr ≤

∫ ∞

ϵ
r−λ−1dr = ϵ−λ/λ.

Now, let |x− x0| < ϵ/2. We use again |x0 − x|+ |x0 − y| ≤ 3|x− y| and B(ϵ/2)(x0) ⊆ Bϵ(x)
to see that

∫

Γ\Bϵ(x)
|x− y|−d+1−λdy !

∫

Γ\Bϵ(x)
(|x0 − x|+ |x0 − y|)−d+1−λdy

!

∫

Γ\B(ϵ/2)(x0)

(|x0 − x|+ |x0 − y|)−d+1−λdy

≤
∫

Γ\B(ϵ/2)(x0)
|x0 − y|−d+1−λdy.

We already proved in Step 1 that the last term satisfies that
∫

Γ\B(ϵ/2)(x0)

|x0 − y|−d+1−λdy ! ϵ−λ/2λ,

which concludes the proof.
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The following lemma is the first step towards the localization of the norm ∥v∥Hσ(Γ) for

certain functions v ∈ Hσ(Γ)D.

Lemma 5.3.2. Let σ ∈ (0, 1) and T• ∈ T. Then, (M4) implies the existence of a constant
C > 0 such that for all v ∈ Hσ(Γ)D there holds that

∥v∥2Hσ(Γ) ≤
∑

T∈T•

∑

T ′∈Π•(T )

|v|2Hσ(T∪T ′) + C
∑

T∈T•

diam(T )−2σ∥v∥2L2(T ). (5.3.4)

The constant C depends only on the dimension d, σ, Γ, and the constant from (M4).

Proof. Without loss of generality, we may assume that D = 1. Since diam(T ) ≤ diam(Γ),
we can immediately bound

∥v∥2L2(T ) ≤ diam(Γ)2σ
∑

T∈T•

diam(T )−2σ∥v∥2L2(T ).

It remains to estimate the seminorm |v|Hσ(Γ). To this end, we introduce the abbreviation

V (x, y) :=
|v(x) − v(y)|2

|x− y|d−1+2σ
for all x, y ∈ Γ, x ̸= y. (5.3.5)

There holds that

|v|2Hσ(Γ) =
∑

T∈T•

(∫

T

∫

π•(T )
V (x, y)dxdy +

∫

T

∫

Γ\π•(T )
V (x, y)dxdy

)
. (5.3.6)

The first summand in (5.3.6) can be estimated from above by
∑

T ′∈Π•(T ) |v|2Hσ(T∪T ′). Hence,
we only need to estimate the second one

∑

T∈T•

∫

T

∫

Γ\π•(T )
V (x, y)dxdy ≤ 2

∑

T∈T•

∫

T
|v(y)|2

∫

Γ\π•(T )
|x− y|−d+1−2σdxdy

+ 2
∑

T∈T•

∫

Γ\π•(T )
|v(x)|2

∫

T
|x− y|−d+1−2σdydx.

(5.3.7)

Next, we show that the two sums of the last term in (5.3.7) are equal. Indeed, we have
with the characteristic function χΓ\π•(T ) of Γ \ π•(T ) that

∑

T∈T•

∫

Γ\π•(T )
|v(x)|2

∫

T
|x− y|−d+1−2σdydx

=

∫

Γ
|v(x)|2

∑

T∈T•

χΓ\π•(T )(x)

∫

T
|x− y|−d+1−2σdy

︸ ︷︷ ︸
=:H(x)

dx =
∑

T ′∈T•

∫

T ′
|v(x)|2H(x)dx.

Let T ′ ∈ T• and x in the interior of T ′. We show that H(x) =
∫
Γ\π•(T ′) |x− y|−d+1−2σdy,

which proves equality of the two summands in (5.3.7). We see for any T ∈ T• that

χΓ\π•(T ′)(x) = 1 ⇐⇒ x ∈ Γ \ π•(T ′) ⇐⇒ T ∩ T ′ = ∅
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This implies for almost every x ∈ T ′ that

H(x) =
∑

T∈T•
T∩T ′=∅

∫

T
|x− y|−d+1−2σdy =

∫

Γ\π•(T ′)
|x− y|−d+1−2σdy.

(5.3.7) now becomes

∑

T∈T•

∫

T

∫

Γ\π•(T )
V (x, y)dxdy ≤ 4

∑

T∈T•

∫

T
|v(y)|2

∫

Γ\π•(T )
|x− y|−d+1−2σdxdy.

For y ∈ T , it holds that Bdist(T,Γ\π•(T ))(y) ∩ Γ ⊆ π•(T ), which yields together with
Lemma 5.3.1 that∫

Γ\π•(T )
|x− y|−d+1−2σdx ≤

∫

Γ\Bdist(T,Γ\π•(T ))(y)
|x− y|−d+1−2σdx ! dist(T,Γ \ π•(T ))−2σ .

(M4) shows that dist(T,Γ \ π•(T ))−2σ ! diam(T )−2σ and concludes the proof.

It remains to control the second summand in (5.3.4). To this end, we need the following
elementary Poincaré type inequality of [Fae00, Lemma 2.5].

Lemma 5.3.3. For any σ ∈ (0, 1) and any measurable ω ⊆ Γ, there holds for all v ∈ Hσ(ω)
that

∥v∥2L2(ω) ≤
diam(ω)d−1+2σ

2|ω| |v|2Hσ(ω) +
1

|ω|

∣∣∣∣

∫

ω
v(x)dx

∣∣∣∣
2

. (5.3.8)

Proof. We have that

2|ω|
∫

ω
|v(x)|2dx− 2

∣∣∣∣
∫

ω
v(x)dx

∣∣∣∣
2

=

∫

ω

∫

ω
|v(x)|2dxdy +

∫

ω

∫

ω
|v(y)|2dxdy − 2

∫

ω

∫

ω
v(x) · v(y)dxdy

=

∫

ω

∫

ω
|v(x)− v(y)|2dxdy

=

∫

ω

∫

ω

|v(x)− v(y)|2
|x− y|d−1+2σ

|x− y|d−1+2σdxdy

≤ |v|2Hσ(ω)diam(ω)d−1+2σ .

This is just the assertion of the lemma.

We start to estimate the second summand in (5.3.4).

Lemma 5.3.4. Let σ ∈ (0, 1), T• ∈ T and T ∈ T•. Then, (M1)–(M3) and (S4) im-
ply the existence of a constant C > 0 such that for all v ∈ Hσ(Γ)D which satisfy that
⟨v , Ψ•,T,j⟩L2(Γ) = 0 for all j ∈ {1, . . . ,D}, where Ψ•,T,j are the functions from (S4), there
holds that

∥h−σ
• v∥L2(T ) ≤ C|v|Hσ(π

qsupp
• (T )), (5.3.9)

where qsupp is the constant from (S4). The constant C depends only on the dimension d,
σ, Γ, and the constants from (M1)–(M3) and (S4).
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Proof. We prove (5.3.9) for each component vj of v, where j ∈ {1, . . . ,D}. Then, squaring
and summing up all components concludes the proof. (S4) and Lemma 5.3.3 show that

∥vj∥2L2(T ) ≤ ∥vj∥2L2(supp(Ψ•,T,j))

≤ diam(supp(Ψ•,T,j))d−1+2σ

2|supp(Ψ•,T,j)|
|vj |2Hσ(supp(Ψ•,T,j))

+
1

|supp(Ψ•,T,j)|

∣∣∣∣∣

∫

supp(Ψ•,T,j)
vj(x)dx

∣∣∣∣∣

2

.

(5.3.10)

Now, we apply the orthogonality and (S4) to get for the second summand that

1

|supp(Ψ•,T,j)|

∣∣∣∣∣

∫

supp(Ψ•,T,j)
vj(x)dx

∣∣∣∣∣

2

=
1

|supp(Ψ•,T,j)|

∣∣∣∣∣

∫

supp(Ψ•,T,j)
vj(x)(1 −Ψ•,T,j(x))dx

∣∣∣∣∣

2

≤ 1

|supp(Ψ•,T,j)|
∥vj∥2L2(supp(Ψ•,T,j))

∥1− (Ψ•,T,j)j∥2L2(supp(Ψ•,T,j))
≤ ρ2unity∥vj∥2L2(supp(Ψ•,T,j)

.

Inserting this in (5.3.10) gives

(1− ρ2unity)∥vj∥2L2(supp(Ψ•,T,j))
≤ diam(supp(Ψ•,T,j))d−1+2σ

2|supp(Ψ•,T,j)|
|vj|2Hσ(supp(Ψ•,T,j))

. (5.3.11)

With (S4) and (M1)–(M3), we see that diam(supp(Ψ•,T,j)) ≤ diam(π
qsupp
• (T )) ! diam(T ) ≃

hT . Further, (S4) implies that |supp(Ψ•,T,j)| ≥ |T | = hd−1
T . Inserting this in (5.3.11) and

using again (S4), we derive that

∥vj∥2L2(T ) ≤ ∥vj∥2L2(supp(Ψ•,T,j))
! h2σT |vj |2Hσ(supp(Ψ•,T,j))

≤ h2σT |vj |2Hσ(π
qsupp
• ))

.

Altogether, this concludes the proof.

The following lemma allows us to further estimate the term |v|Hσ(π
qsupp
• (T )) of (5.3.9).

Lemma 5.3.5. Let q ∈ N0 and T• ∈ T. Then, (M1)–(M4) imply the existence of a constant
C(q) > 0 such that for all v ∈ Hσ(Γ)D and all T ∈ T• there holds that

|v|2Hσ(πq
•(T )) ≤ C(q)

∑

T ′,T ′′∈Π
q
•(T )

T ′∩T ′′ ̸=∅

|v|2Hσ(T ′∪T ′′). (5.3.12)

The constant depends only on the dimension d,σ, q, and the constants from (M1)–(M4).

Proof. Without loss of generality, we may assume that D = 1. We prove the assertion in
two steps.
Step 1: Let T0, T1, . . . , Tm be a chain of elements in Πq

•(T ) with Ti ∩Tj = ∅ for |i− j| > 1

and Ti ∩ Tj ̸= ∅ if |i− j| = 1, where 1 ≤ m ≤ q. We set T j
i :=

⋃j
k=i Tℓ for i ≤ j and prove

by induction on m that there exists a constant C1(m) > 0 which depends only on d,σ, q,m,
and (M2)–(M4), such that

|v|2Hσ(Tm
0 ) ≤ C1(m)

m−1∑

i=0

|v|2Hσ(Ti∪Ti+1)
. (5.3.13)
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For m = 1, (5.3.13) with C1(1) = 1 even holds with equality. The induction hypothesis for
1 ≤ m− 1 < q reads: For any chain T0, . . . , Tm−1 of elements in Πq

•(T ), it holds that

|v|2
Hσ(Tm−1

0 )
≤ C1(m− 1)

m−2∑

i=0

|v|2Hσ(Ti∪Ti+1)
. (5.3.14)

Let Tm ∈ Πq
•(T ) with Tm ∩ Ti = ∅ for i ≤ m − 2 and Tm ∩ Ti ̸= ∅ for i = m − 1. Recall

the abbreviation V (x, y) from (5.3.5). The definition (5.1.1) of the Sobolev-Slobodeckij
seminorm shows that

|v|2Hσ(Tm
0 ) =

∫

Tm
0

∫

Tm
0

V (x, y)dxdy

=

∫

Tm−1
0

∫

Tm−1
0

V (x, y)dxdy +

∫

Tm

∫

Tm

V (x, y)dxdy + 2

∫

Tm

∫

Tm−1
0

V (x, y)dxdy

= |v|2
Hσ(Tm−1

0 )
+ |v|2Hσ(Tm) + 2

∫

Tm

∫

Tm−2
0

V (x, y)dxdy + 2

∫

Tm

∫

Tm−1

V (x, y)dxdy

≤ |v|2
Hσ(Tm−1

0 )
+ |v|2Hσ(Tm−1∪Tm) + 2

∫

Tm

∫

Tm−2
0

V (x, y)dxdy.

With (5.3.14), we see that it remains to estimate
∫
Tm

∫
Tm−2
0

V (x, y)dxdy. First, we note

that for x ∈ Tm−2
0 , y ∈ Tm, z ∈ Tm−1, it holds that

V (x, y) =
|v(x)− v(y)|2

|x− y|d−1+2σ
≤ 2

|v(x) − v(z)|2

|x− y|d−1+2σ
+ 2

|v(z) − v(y)|2

|x− y|d−1+2σ
. (5.3.15)

Moreover, (M4) shows that |x− y| ≥ dist(Tm,Γ \π•(Tm)) " diam(Tm). Since x, y, z ∈ Tm
0 ,

(M2) shows that max(|x− z|, |y − z|) ! diam(Tm). Hence we can proceed the estimate of
(5.3.15)

V (x, y) ! V (x, z) + V (z, y).

This implies that
∫

Tm

∫

Tm−2
0

V (x, y)dxdy =
1

|Tm−1|

∫

Tm−1

∫

Tm

∫

Tm−2
0

V (x, y)dxdydz

!
1

|Tm−1|

∫

Tm−1

∫

Tm

∫

Tm−2
0

V (x, z) + V (y, z)dxdydz

=
1

|Tm−1|

(∫

Tm−1

∫

Tm−2
0

|Tm|V (x, z)dxdz +

∫

Tm−1

∫

Tm−1

|Tm−2
0 |V (y, z)dydz

)

≤ max(|Tm|, |Tm−2
0 |)

|Tm−1|

(
|v|2

Hσ(Tm−1
0 )

+ |v|2Hσ(Tm−1∪Tm)

)
.

Note that max(|Tm|, |Tm−2
0 |)/|Tm−1| ! 1 by (M2)–(M3). Together with the induction

hypothesis (5.3.14), this concludes the induction step.
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Step 2: We come to the assertion itself. By definition, we have that

|v|2H1/2(πq
•(T )) =

∑

T̃ ′,T̃ ′′∈Πq
•(T )

∫

T̃ ′

∫

T̃ ′′
V (x, y)dxdy.

Let T̃ ′, T̃ ′′ ∈ Πq
•(T ). First, we suppose that T̃ ′ ̸= T̃ ′′ = ∅. Then, there exists a chain as in

Step 1 with T̃ ′ = T0 and T̃ ′′ = Tm. Step 1 proves that
∫

T̃ ′

∫

T̃ ′′
V (x, y)dxdy ≤ |v|2Hσ(Tm

0 ) !
∑

T ′,T ′′∈Π
q
•(T )

T ′∩T ′′ ̸=∅

|v|2Hσ(T ′∪T ′′).

If T̃ ′ = T̃ ′′, the same estimate holds true. Since the number of T̃ ′, T̃ ′′ ∈ Πq
•(T ) is uniformly

bounded by a constant, which depends only on the constant of (M1) and q, this estimate
concludes the proof.

With the property (M5), one immediately derives the following Poincaré inequality.

Corollary 5.3.6. Let T• ∈ T and T ∈ T•. Then, (M1)–(M5) and (S4) imply the existence
of a constant Cpoinc > 0 such that for all v ∈ H1(Γ)D which satisfy that ⟨v , Ψ•,T,j⟩L2(Γ) = 0
for all j ∈ {1, . . . ,D}, where Ψ•,T,j are the functions from (S4), there holds that

∥h−1
• v∥L2(T ) ≤ Cpoinc|v|H1

(
π
qsupp+1
• (T )

), (5.3.16)

where qsupp is the constant from (S4). The constant Cpoinc depends only on the dimension
d, Γ, and the constants from (M1)–(M5) and (S4).

Proof. We apply Lemma 5.3.4 and Lemma 5.3.5 to see that

∥h−1/2
• v∥2L2(T ) ! |v|2

H1/2(π
qsupp
• (T ))

!
∑

T ′,T ′′∈Π
qsupp
• (T )

T ′∩T ′′ ̸=∅

|v|2H1/2(T ′∪T ′′).

For T ′, T ′′ ∈ T• with T ′ ∩ T ′′ ̸= ∅, we fix some point z(T ′, T ′′) ∈ T ′ ∩ T ′′. With (M5), we
continue our estimate

∥h−1/2
• v∥2L2(T ) ! |v|2

H1/2(π
qsupp
• (T ))

!
∑

T ′,T ′′∈Π
qsupp
• (T )

T ′∩T ′′ ̸=∅

|v|2H1/2(π•(z(T ′,T ′′))

!
∑

T ′,T ′′∈Π
qsupp
• (T )

T ′∩T ′′ ̸=∅

diam
(
π•(z(T

′, T ′′)
)
∥∇Γv∥2L2(π•(T ′)).

(M1)–(M3) imply that hT ≃ h• on π
qsupp+1
• (T ), and that the last term of the latter estimate

can be bounded from above (up to a multiplicative constant) by ∥h1/2• ∇Γv∥2
L2
(
π
qsupp+1
• (T )

).

This concludes the proof.
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With all the preparations, we can finally come to the main result of this section.

Proposition 5.3.7. Let σ ∈ (0, 1) and T• ∈ T. Then, (M1)–(M4) and (S4) imply the
existence of a constant Csplit > 0 such that for any v ∈ Hσ(Γ)D which satisfies that
⟨v , (Ψ•,T,j)j⟩L2(Γ) = 0 for all T ∈ T• and all j ∈ {1, . . . ,D}, where Ψ•,T,j are the functions
from (S4), there holds that

∥v∥2Hσ(Γ) ≤ Csplit

∑

T∈T•

∑

T ′∈Π•(T )

|v|2Hσ(T∪T ′). (5.3.17)

The constant Csplit depends only on the dimension d,σ, Γ, and the constants from (M1)–
(M4) and (S4).

Proof. Together with (M3), Lemma 5.3.2 proves that

∥v∥2Hσ(Γ) !
∑

T∈T•

∑

T ′∈Π•(T )

|v|2Hσ(T∪T ′) +
∑

T∈T•

h−2σ
T ∥v∥2L2(T ).

It remains to estimate the second sum. With Lemma 5.3.4 and Lemma 5.3.5, we see that
∑

T∈T•

h−2σ
T ∥v∥2L2(T ) !

∑

T∈T•

|v|2
Hσ(π

qsupp
• (T ))

!
∑

T∈T•

∑

T ′,T ′′∈Π
qsupp
• (T )

T ′∩T ′′ ̸=∅

|v|2Hσ(T ′∪T ′′). (5.3.18)

If T ∈ T• and T ′, T ′′ ∈ Π
qsupp
• (T ) with T ′ ∩ T ′′ ̸= ∅, then T ∈ Π

qsupp
• (T ′) and T ′′ ∈ Π•(T ′).

Plugging this into (5.3.18) shows that
∑

T∈T•

h−2σ
T ∥v∥2L2(T ) !

∑

T ′∈T•

∑

T∈Π
qsupp
• (T ′)

∑

T ′′∈Π•(T ′)

|v|2Hσ(T ′∪T ′′),

and #Π
qsupp
• (T ′) ! 1 (see (M1)) concludes the proof.

As already mentioned, the converse inequality of (5.3.7) is trivially satisfied for any
function v ∈ Hσ(Γ)D.

Proposition 5.3.8. Let σ ∈ (0, 1) and T• ∈ T. Then, (M1) implies the existence of a
constant C ′

split > 0 such that for any v ∈ Hσ(Γ)D, there holds that
∑

T∈T•

∑

T ′∈Π•(T )

|v|2Hσ(T∪T ′) ≤ C ′
split|v|2Hσ(Γ).

The constant C ′
split depends only on the constant from (M1).

Proof. With the abbreviation V (x, y) of (5.3.5) and (M1), there holds that

∑

T∈T•

∑

T ′∈Π•(T )

|v|2Hσ(T∪T ′) =
∑

T∈T•

∑

T ′∈Π•(T )

(
|v|2Hσ(T ) + 2

∫

T

∫

T ′
V (x, y)dxdy + |v|2Hσ(T ′)

)

= 2
∑

T∈T•

∑

T ′∈Π•(T )

(∫

T

∫

T
V (x, y)dxdy +

∫

T

∫

T ′
V (x, y)dxdy

)

≤ 2(Cpatch + 1)|v|2Hσ(Γ).

This concludes the proof.

120



5.3 Proof of Theorem 5.2.5

The following easy corollary is the key ingredient for the proof of reliability (5.2.22).

Corollary 5.3.9. Let T• ∈ T and σ ∈ {0, 1/2, 1}. Then, (M1)–(M5) and (S4) imply
the existence of a constant C ′

rel > 0 such that for any v ∈ H1(Γ)D which satisfies that
⟨v , Ψ•,T,j⟩L2(Γ) = 0 for all T ∈ T• and all j ∈ {1, . . . ,D}, where Ψ•,T,j are the functions
from (S4), there holds that

∥v∥Hσ(Γ) ≤ C ′
rel∥h1−σ

• ∇Γv∥L2(Γ). (5.3.19)

The constant C ′
rel depends only on the dimension d, Γ, as well as the constants from (M1)–

(M5) and (S4).

Proof. First, let σ = 1/2. For all T, T ′ ∈ T• with T ∩ T ′, let z(T, T ′) ∈ T ∩ T ′. Proposi-
tion 5.3.7 together with (M5) proves that

∥v∥2Hσ(Γ) !
∑

T∈T•

∑

T ′∈Π•(T )

|v|2Hσ(π•(z(T,T ′))) !
∑

T∈T•

∑

T ′∈Π•(T )

∥h1−σ
• ∇Γv∥2L2(π•(z(T,T ′))).

With (M1), we see that

∥v∥2Hσ(Γ) !
∑

T∈T•

#Π•(T )∥h1−σ
• ∇Γv∥2L2(π•(T )) ! ∥h1−σ

• ∇Γv∥2L2(Γ),

which concludes the proof. If σ = 0, the assertion follows easily from Corollary 5.3.6.
If σ = 1, we use the assertion for σ = 0 to see that ∥v∥H1(Γ) ! ∥|Γ|1/(d−1)∇Γv∥L2(Γ) +
∥∇Γv∥L2(Γ).

5.3.2 Reliability (5.2.22)

Let T• ∈ T. Since V : H−1/2(Γ)D → H1/2(Γ)D is an isomorphism, we have that

∥φ− Φ•∥H−1/2(Γ) ≃ ∥V(φ−Φ•)∥H1/2(Γ). (5.3.20)

Due to Galerkin orthogonality (5.2.15), we can apply Corollary 5.3.9 to obtain that

∥φ− Φ•∥H−1/2(Γ) ≃ ∥f −VΦ•∥H1/2(Γ) ! ∥h1/2• ∇Γ(f −VΦ•)∥L2(Γ) = η•.

Remark 5.3.10. The equivalence (5.3.20), Proposition 5.3.7, and Proposition 5.3.8 show
that

∥f −VΦ•∥2H1/2(Γ) ≃
∑

T∈T•

∑

T ′∈Π•(T )

|f −VΦ•|2H1/2(T∪T ′). (5.3.21)

This is even true for arbitrary f ∈ H1/2(Γ)D without the additional restriction f ∈ H1(Γ)D.
In particular,

"•(T )2 :=
∑

T ′∈Π•(T )

|f −VΦ•|2H1/2(T∪T ′) for all T ∈ T• (5.3.22)
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provides a local error indicator. The corresponding error estimator "• is often referred to
as Faermann estimator. In BEM, it is the only known estimator which is reliable and effi-
cient (without further assumptions as, e.g., the saturation assumption [FLP08, Section 1]).
Obviously, one could replace the residual estimator ηℓ in Algorithm 5.2.4 by "ℓ. However,
due to the lack of an h-weighting factor, it is unclear whether the reduction property (E2)
of Section 5.3.2 is satisfied. [FFME+14, Theorem 7] proves at least plain convergence of
"ℓ even for f ∈ H1/2(Γ)D if one uses piecewise constants on affine triangulations of Γ as
ansatz space. The proof immediately extends to our current abstract situation, where the as-
sumptions (M1)–(M5), (R2)–(R3), and (S1)–(S2) are employed. The key ingredient is the
construction of an equivalent mesh-size function h̃• ∈ L∞(Γ) which is contractive on each
element which touches a refined element, i.e., there exists a uniform constant 0 < ρctr < 1
such that

h̃◦|T ≤ ρctrh̃•|T for all T◦ ∈ refine(T•) and all T ∈ Π•(T• \ T◦). (5.3.23)

The existence of such a function is proved in [CFPP14, Section 8.7] for shape-regular
triangular meshes, where the proof works verbatim for our situation.

5.3.3 Convergence of perturbations

Nestedness (S2) ensures that X∞ :=
⋃

ℓ∈N0
Xℓ is a closed subspace of H−1/2(Γ)D and

hence admits a unique Galerkin solution Φ∞ ∈ X∞. Note that Φℓ is also a Galerkin
approximation of Φ∞. Hence, the Céa lemma (5.2.16) with φ replaced by Φ∞ proves
that ∥Φ∞ − Φℓ∥H−1/2(Γ) → 0 as ℓ → ∞. In particular, we obtain that limℓ→∞ ∥Φℓ+1 −
Φℓ∥H−1/2(Γ) = 0.

5.3.4 An inverse inequality for V

In Proposition 5.3.15, we establish an inverse inequality for the single-layer operator V.
Throughout this section, the ellipticity of V is not needed, wherefore we can drop this
assumption here. For the Laplace operator P = −∆, such an estimate was already proved
in [FKMP13, Theorem 3.1] for shape-regular triangulations of a polyhedral boundary Γ.
Independently, [Gan13] derived a similar result for globally smooth Γ and arbitrary sym-
metric and elliptic boundary integral operators. In [AFF+17, Theorem 3.1], [FKMP13,
Theorem 3.1] is generalized to piecewise polynomial ansatz functions on shape-regular
curvilinear triangulations. In particular, our Proposition 5.3.15 does not only extend this
result to arbitrary general meshes as in Section 5.2.1, but is also novel for the Lamé and
the Helmholtz equation. The proof works very similar as in [AFF+17, Section 4]. We
start with the following lemma, which was proved in [CP06, Theorem 4.1] on shape-regular
triangulations.

Lemma 5.3.11. For T• ∈ T, let P0(T•)D ⊂ L2(Γ)D be the set of all functions whose
D components are T•-piecewise constant functions on Γ. Let P• : L2(Γ)D → P0(T•)D be
the corresponding L2-projection. Then, (M1) and (M3) imply for arbitrary σ ∈ (0, 1) the
existence of a constant C > 0 such that

∥(1 − P•)ψ∥H−σ(Γ) ≤ C∥hσ•ψ∥L2(Γ) for all ψ ∈ L2(Γ). (5.3.24)
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5.3 Proof of Theorem 5.2.5

The constant C depends only on the dimension D, the boundary Γ, σ, and the constants
from (M3).

Proof. Let v ∈ Hσ(Γ)D. Then, there holds that

⟨v , (1− P•)ψ⟩ = ⟨v , (1− P•)ψ⟩L2(Γ) = ⟨(1− P•)v , ψ⟩L2(Γ).

Further, the Cauchy–Schwarz inequality proves that

⟨v , (1− P•)ψ⟩ ≤
∑

T∈T•

∥(1 − P•)v∥L2(T )∥ψ∥L2(T ).

Since P•v is nothing but the integral mean on each element T ∈ T•, we see with Lemma 5.3.3
and (M3) that ∥(1−P•)v∥L2(T ) ! hσT |v|Hσ(T ). Together with the Cauchy–Schwarz inequal-
ity and the definition of ∥ · ∥Hσ(Γ), this shows that

⟨v , (1− P•)ψ⟩ !
∑

T∈T•

|v|Hσ(T )∥hσ•ψ∥L2(T ) ≤ ∥v∥Hσ(Γ)∥hσ•ψ∥L2(Γ).

Since H−σ(Γ)D is the dual space of Hσ(Γ)D, and ∥ ·∥H−σ(Γ) is equivalent to the dual norm,
where the constants depend only on D and Γ, the latter inequality concludes the proof.

Remark 5.3.12. Obviously, (5.3.24) holds as well for σ = 0. If one additionally assumes
(M2) and (M4)–(M5), it is also satisfied for σ = 1. This follows from Corollary 5.3.6 and
similar arguments as above. However, we will only apply (5.3.24) for σ = 1/2.

In contrast to [AFF+17], we cannot use the Caccioppoli type inequality from [Mor08,
Lemma 5.7.1] which is only shown for the Poisson problem there. Therefore, we prove
the following generalization. For an open set O ⊂ Rd and an arbitrary u ∈ H2(O), we
abbreviate |u|H1(O) := ∥∇u∥L2(O) and |u|H2(O) := (

∑d
i=1 |∂iu|2H1(O))

1/2.

Lemma 5.3.13. Let r > 0, x ∈ Rd and u ∈ H1(B2r(x))D be a weak solution of Pu = 0.
Then, u|Br(x) ∈ C∞(Br(x))D and there exists a constant C > 0 such that

|u|H2(Br(x)) ≤ C
(
∥u∥L2(B2r(x)) +

1 + r + r2

r
|u|H1(B2r(x))

)
. (5.3.25)

The constant C depends only on the dimensions d,D, and the coefficients of the partial
differential operator P.

Proof. By [McL00, Theorem 4.16], there holds that u|B3r/2(x) ∈ Hk(B3r/2(x))
D for all

k ∈ N0, and the Sobolev embedding theorem proves that u|B3r/2(x) ∈ C∞(B3r/2(x))
D. In

particular, u is a strong solution of Pu = 0 on B3r/2(x). To prove (5.3.25), let λ ∈ RD be
an arbitrary constant vector, and define ũ := u ◦ ϕ with the affine bijection ϕ : B3/2(0) →
B3r/2(x), ϕ(ỹ) = rỹ + x for ỹ ∈ B3/2(0). Since the coefficients of P are constant and u is
a strong solution, there holds for all ỹ ∈ B3/2(0) with y := ϕ(ỹ) that

−
d∑

i=1

d∑

i′=1

∂i(Aii′∂i′(ũ− λ))(ỹ) = −
d∑

i=1

d∑

i′=1

∂i(Aii′∂i′(u− λ))(y) r2

= −r2
( d∑

i=1

bi∂i(u− λ)(y) + c(u− λ)(y) + cλ
)
.

(5.3.26)
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We define the right-hand side as f̃ ∈ C∞(B3/2(0)), i.e.,

f̃(ỹ) := −r2
( d∑

i=1

bi∂i(u− λ)(ϕ(ỹ)) + c(u− λ)(ϕ(ỹ)) + cλ
)

This shows that ũ − λ is a strong (and thus weak) solution of a strongly elliptic (see
Section 5.1.3) system of second-order partial differential equations with smooth coefficients
and smooth right-hand side. The application of [McL00, Theorem 4.16] yields the existence
of a constant C1 > 0, which depends only on d,D, and the coefficients of the matrices Aii′ ,
such that

|ũ− λ|H2(B1(0)) ≤ C1
(
∥ũ− λ∥H1(B3/2(0)) + ∥f̃∥L2(B3/2(0))

)
. (5.3.27)

Standard scaling arguments prove that

|ũ− λ|H2(B1(0)) ≃
r2

rd/2
|u|H2(Br(x)),

∥ũ− λ∥L2(B3/2(0)) ≃
1

rd/2
∥u− λ∥L2(B3r/2(x)),

|ũ− λ|H1(B3/2(0)) ≃
r

rd/2
|u|H1(B3r/2(x)),

∥f̃∥L2(B3/2(0)) !
r2

rd/2
|u|H1(B3r/2(x)) +

r2

rd/2
∥u− λ∥L2(B3r/2(x)) + r2|λ|.

Plugging this into (5.3.27), we obtain that

|u|H2(Br(x)) !
(1 + r2

r2
∥u− λ∥L2(B3r/2(x)) +

1 + r

r
|u|H1(B3r/2(x)) + rd/2|λ|

)
. (5.3.28)

We choose λ as the integral mean λ :=
∫
B3r/2(x)

u(y)dy/|B3r/2(x)|. The Cauchy–Schwarz

inequality implies that

|λ| ! ∥u∥L1(B3r/2(x))/|B3r/2(x)| ≤ ∥u∥L2(B3r/2(x))/|B3r/2(x)|1/2 ≃ r−d/2∥u∥L2(B3r/2(x)).

Using this and the Poincaré inequality in (5.3.28) shows that

|u|H2(Br(x)) !
(
∥u∥L2(B3r/2(x)) +

1 + r + r2

r
|u|H1(B3r/2(x))

)
.

Finally, the assumption r < R comes into play and guarantees that (1 + r + r2)/r ≤
(1+R+R2)/r. Together with the fact that B3r/2(x) ⊂ B2r(x), this concludes the proof.

Remark 5.3.14. Throughout the whole thesis, Lemma 5.3.13 is the only place where we
need the assumption that the coefficients of the differential operator P are constant instead
of bounded C∞ functions as in [McL00]. Indeed, with the definition Ãii′ := Aii′ ◦ ϕ, one
could try to modify (5.3.26) in the proof of Lemma 5.3.13 as follows

−
d∑

i=1

d∑

i′=1

∂i(Ãii′∂i′(ũ− λ))(ỹ) = −
d∑

i=1

d∑

i′=1

∂i(Aii′∂i′(u− λ))(y) r2

= −r2
( d∑

i=1

bi(y)∂i(u− λ)(y) + c(y)(u − λ)(y) + c(y)λ
)
.
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The resulting system is still strongly elliptic. However, the constant C1 depends now on the
coefficients of this new system, i.e., on the matrices Ãii′ instead of Aii′, and thus possibly
on r.

For the proof of the next proposition, we need the linear and continuous single-layer
potential from [McL00, Theorem 6.11]

Ṽ : H−1/2(Γ)D → H1(O)D, (5.3.29)

where O is an arbitrary bounded domain with Γ ⊂ O. The single-layer operator V is just
the trace of Ṽ, i.e.,

V = Ṽ(·)|Γ : H−1/2(Γ)D → H1/2(Γ)D; (5.3.30)

see [McL00, pages 219–220]. Indeed, for ψ ∈ L∞(Γ), [McL00, pages 201–202] states the
following integral representation

(Ṽψ)(x) =

∫

Γ
G(x− y)ψ(y) dy for all x ∈ O. (5.3.31)

Proposition 5.3.15. Suppose (M1)–(M5). For T• ∈ T, let w• ∈ L∞(Γ) be a function
which satisfies for some α > 0 and all T ∈ T• that

∥w•∥L∞(T ) ≤ αw•(x) for almost all x ∈ π•(T ). (5.3.32)

Then, there exists a constant Cinv,V > 0 such that for all ψ ∈ L2(Γ)D, there holds that

∥w•∇ΓVψ∥L2(Γ) ≤ Cinv,V

(
∥w•/h

1/2
• ∥L∞(Γ)∥ψ∥H−1/2(Γ) + ∥w•ψ∥L2(Γ)

)
. (5.3.33)

The constant Cinv,V depends only on (M1)–(M5), Γ, the coefficients of P, and the admis-

sibility constant α. The particular choice w• = h1/2• shows that

∥h1/2• ∇ΓVψ∥L2(Γ) ≤ Cinv,V
(
∥ψ∥H−1/2(Γ) + ∥h1/2• ψ∥L2(Γ)

)
. (5.3.34)

Proof. By (M4) and with the abbreviation

δ1(T ) :=
diam(T )

2Ccent

and UT := Bδ1(T )(T ), there holds for all T ∈ T• that

UT ∩ Γ ⊂ B2δ1(T )(T ) ∩ Γ ⊂ π•(T ). (5.3.35)

This provides us with an open covering of Γ ⊂
⋃

T∈T• UT . We show that it is even locally
finite in the sense that there exists a constant C > 0 with #

{
T ∈ T• : x ∈ UT

}
≤ C for

all x ∈ Rd: Let T0 ∈ T• with x ∈ UT0 such that δ1(T0) is minimal, and let x0 ∈ T0 with
|x− x0| < δ1(T0). Let x ∈

⋃
T∈T• UT . If T ∈ T• with x ∈ UT , the triangle inequality yields

that dist(x0, T ) < 2δ1(T ). By choice of δ1(T ), (M4) and (M1) imply that

#
{
T ∈ T• : x ∈ UT

}
≤ #

{
T ∈ T• : x0 ∈ π•(T )

}
≤ C2

patch. (5.3.36)
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We fix (independently of T•) a bounded domain U ⊂ Rd with UT ⊂ U for all T ∈ T•.
We define for T ∈ T• the near-field and the far-field of uV := Ṽψ by

unearV,T := Ṽ(ψχΓ∩UT ) and ufarV,T := Ṽ(ψχΓ\UT
). (5.3.37)

In the following five steps, the near-field and the far-field are estimated separately. The
first two steps are devoted to the near-field, whereas the last three steps deal with the
far-field.
Step 1: We consider the near-field. We show that for all T ∈ T•, all T•-piecewise (compo-
nentwise) constant functions ΨT

• ∈ P0(T•)D with supp(ΨT
• ) ⊆ π•(T ) satisfy that

∥ṼΨT
• ∥H1(UT ) ! ∥h1/2• ΨT

• ∥L2(π•(T )). (5.3.38)

For x ∈ UT \ Γ, (5.3.31) implies that

(∇ṼΨT
• )(x) =

∑

T ′∈Π•(T )

∫

T ′
∇xG(x− y) dyΨT

• |T ′ .

With (M1), we derive that

|(∇ṼΨT
• )(x)|2 !

∑

T ′∈Π•(T )

(∫

T ′
|∇xG(x− y)| dy

)2
|ΨT

• |T ′ |2. (5.3.39)

Similarly, one sees that

|(ṼΨT
• )(x)|2 !

∑

T ′∈Π•(T )

(∫

T ′
|G(x− y)| dy

)2
|ΨT

• |T ′ |2. (5.3.40)

According to [McL00, Theorem 6.3 and Corollary 6.5], the fundamental solution G satisfies
for all x, y ∈ U that

|∇xG(x− y)| ! |x− y|−d+1 and |G(x− y)| ! max(| log |x− y||, |x− y|−d+2).

Together with (5.3.39)–(5.3.40), this implies that

∥ṼΨT
• ∥2H1(UT ) !

∑

T ′∈Π•(T )

|ΨT
• |T ′ |2

∫

UT

( ∫

T ′
|x− y|−d+1 dy

)2
dx. (5.3.41)

To proceed, we prove the following estimate for arbitrary T ′ ∈ Π•(T )
∫

UT

( ∫

T ′
|x− y|−d+1 dy

)2
dx ! hdT . (5.3.42)

Since Ω is a Lipschitz domain, π•(T ) is (up to a rigid motion) a subset of a Lipschitz
hypograph

{
x ∈ Rd : xd = ζj(x1, . . . , xd−1)

}
for some Lipschitz mapping ζ : Rd−1 → R

provided that its diameter diam(π•(T )) is sufficiently small. (Otherwise we must have
diam(T ) ≃ 1 and (5.3.42) is trivially satisfied.) Note that the mapping Z : Rd → Rd with
Z(x̃) := ζ(x̃1, . . . , x̃d−1)+ x̃d for x̃ ∈ Rd is bi-Lipschitz and onto. Due to (M2)–(M3), there
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exists a point x̃0 ∈ Rd−1 × {0} and a generic constant C > 0 such that ŨT := Z−1(UT ) ⊆
BChT (x̃0) and T̃ ′ := Z−1(T ′) ⊆ BChT (x̃0) ∩ (Rd−1 × {0}). The transformation formula
[EG92, Section 3.3.3] yield that
∫

UT

(∫

T ′
|x− y|−d+1 dy

)2
dx =

∫

ŨT

( ∫

T̃ ′
|Z(x̃)− Z(ỹ)|−d+1

√
1 + |∇ζ(ỹ)|2 dỹ

)2
|detDZ(x̃)| dx̃

≃
∫

ŨT

(∫

T̃ ′
|x̃− ỹ|−d+1 dỹ

)2
dx̃ ≤ hdT

∫

BC(0)

( ∫

BC(0)∩(Rd−1×{0})
|s− t|−d+1 dt

)2
ds.

The last integral in the latter estimate is finite, wherefore we conclude (5.3.42). Plugging
(5.3.42) into (5.3.41) and using (M2)–(M3), we conclude Step 1.
Step 2: We show that unearV,T ∈ H1(U) and unearV,T |Γ ∈ H1(Γ) with the near-field bound

∑

T∈T•

∥w•∇Γu
near
V,T ∥2L2(T ) +

∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥u

near
V,T ∥2H1(UT ) ! ∥w•ψ∥2L2(Γ). (5.3.43)

First, we apply the stability of V : L2(Γ)D → H1(Γ)D of (5.1.11) to see for each T ∈ T•
that

∥∇Γu
near
V,T ∥L2(T ) ≤ ∥V(ψχUT∩Γ)∥H1(Γ) ! ∥ψχUT∩Γ∥L2(Γ) = ∥ψ∥L2(UT∩Γ).

Summing the last estimate over all elements T ∈ T• and using (5.3.35)–(5.3.36) as well as
the admissibility (5.3.32), we derive that

∑

T∈T•

∥w•∇Γu
near
V,T ∥2L2(T ) !

∑

T∈T•

∥w•∥2L∞(T )∥ψ∥
2
L2(UT∩Γ) ≃ ∥w•ψ∥2L2(Γ).

It remains to bound the second term in (5.3.43). With the notation of Lemma 5.3.11,
we decompose the near field for T ∈ T• as unearV,T = ṼP•(ψχUT∩Γ) + Ṽ(1 − P•)(ψχUT∩Γ).
The property (5.3.35) shows that supp(P•(ψχUT∩Γ)) ⊆ π•(T ). In particular, we can apply
Step 1 with ΨT

• := P•(ψχUT∩Γ), which yields together with the local L2-stability of P• and
(M1)–(M3) that

∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥ṼP•(ψχUT∩Γ)∥2H1(UT )

!
∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥h

1/2
• P•(ψχUT∩Γ)∥2L2(π•(T )) ! ∥w•ψ∥2L2(Γ).

(5.3.44)

Next, we exploit the stability Ṽ : H−1/2(Γ)D → H1(U)D of (5.3.29) as well as the approx-
imation property of Lemma (5.3.11). Together with (5.3.35) and (M1)–(M3), we obtain
that

∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥Ṽ(1− P•)(ψχUT∩Γ)∥H1(UT )

!
∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥(1 − P•)(ψχUT∩Γ)∥H−1/2(Γ)

!
∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥h

1/2
• ψχUT∩Γ∥2L2(Γ) ≃ ∥w•ψ∥2L2(Γ).

(5.3.45)
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Finally, we combine (5.3.44)–(5.3.45) to bound the second term in (5.3.43).
Step 3: We consider the far-field. We set Ωext := Rd \ Ω. According to [McL00, Theo-
rem 6.11], for all T ∈ T•, ufarV,T is a solution of the transmission problem

PufarV,T = 0 on Ω ∪Ωext,

[ufarV,T ] = 0 in H1/2(Γ)D,

[Dνu
far
V,T ] = −ψχΓ\UT

in H−1/2(Γ)D,

where [·] resp. [Dν(·)] denotes the jump of the traces resp. the conormal derivatives (see
(4.2.11) resp. [McL00, page 117] for a precise definition) across the boundary Γ. Twofold
integration by parts [McL00, Theorem 4.4] on Ω resp. Ωext that uses these equalities shows
that ⟨ufarV,T , P∗v⟩ = 0 for all x ∈ T and all test functions v ∈ C∞(Bδ1(T )/2(x)) with compact
support. Here, P∗ denotes the adjoint partial differential operator to P. This shows that
ufarV,T satisfies the equation PufarV,T = 0 weakly on Bδ1(T )/2(x) ⊂ UT for all x ∈ T . Hence,

we can apply Lemma 5.3.13 to see that ufarV,T ∈ C∞(Bδ1(T )/4(x)) with

|ufarV,T |H2(Bδ1(T )/4(x)) ! ∥ufarV,T ∥L2(Bδ1(T )/2(x)) + diam(T )−1|ufarV,T |H1(Bδ1(T )/2(x)). (5.3.46)

Step 4: With the latter inequality at hand, we prove the following local far-field bound
for the single-layer potential Ṽ

∥h1/2• ∇Γu
far
V,T ∥L2(T ) ≤ ∥h1/2• ∇ufarV,T ∥L2(T ) ! ∥ufarV,T ∥H1(UT ). (5.3.47)

The first estimate of (5.3.47) follows from the fact that, for C1 functions v, the surface
gradient ∇Γv is the orthogonal projection of the gradient ∇u onto the tangent plane,
i.e., ∇Γv = ∇v − (∇v · ν)ν, where ν denotes the outer normal vector; see, e.g., [ME14,
Lemma 2.22].

To derive the second one, we first show an auxiliary trace inequality. Let B = Br(x) be
an arbitrary open ball in Rd and v ∈ H1(B′) with B′ := B2r(x). According to [McL00,
Theorem 3.6], there exists a smooth indicator function χ̃B ∈ C∞(Rd) which only takes
values in [0, 1] such that χ̃B = 1 on B, χ̃B = 0 on Rd \ B′, and ∥∇χ̃B∥L∞(Rd) ≤ Cr−1 for
some generic constant C > 0. Together with the trace inequality of Proposition 4.2.2, we
see that

∥v∥2
L2(Γ∩B)

≤ ∥χ̃Bv∥2L2(Γ) ! ∥χ̃Bv∥2L2(Ω) + ∥χ̃Bv∥L2(Ω)∥∇(χ̃Bv)∥L2(Ω)

! r−1∥v∥2L2(B′) + ∥v∥L2(B′)∥∇v∥L2(B′).
(5.3.48)

By Step 3, we can apply (5.3.48) to v := ∂jufarV,T on B := Bδ1(T )/4(x) with x ∈ T ∈ T•.
Together with (5.3.46) and the abbreviation B′′ := Bδ1(T )(x), this yields that

|ufarV,T |2H1(Γ∩B)
! h−1

T |ufarV,T |2H1(B′) + |ufarV,T |H1(B′)|ufarV,T |H2(B′) ! h−1
T ∥ufarV,T ∥2H1(B′′). (5.3.49)

To exploit the latter estimate, we use a covering argument for T ∈ T•. The set F :={
Bδ1(T )/4(x) : x ∈ T

}
, is a cover of T consisting of closed balls with supB∈F diam(B) < ∞,

where T is the set of their midpoints. Besicovitch’s covering theorem [EG92, Section 1.5.2]
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implies the existence of a constant Nd ∈ N, which depends only on the dimension d, and
countable subsets Gj ⊆ F , j = 1, . . . , Nd, where the elements of each Gj are pairwise

disjoint, such that T ⊆
⋃Nd

j=1

⋃
B∈Gj

B. We define G′′
j :=

{
Bδ1(T )(x) : Bδ1(T )/4(x) ∈ Gj

}
.

Since the elements of Gj are pairwise disjoint and all balls have the same radius δ1(T )/4,
there is a constant N ′′

d ∈ N, which depends only on the dimension d, such that at most N ′′
d

elements of G′′
j overlap. Therefore, (5.3.49) leads to

∥∇ufarV,T ∥2L2(T ) ≤
Nd∑

j=1

∑

B∈Gj

∥∇ufarV,T ∥2L2(T∩B)
! h−1

T

Nd∑

j=1

∑

B′′∈G′′
j

∥ufarV,T ∥2H1(B′′) ≤ h−1
T NdN

′′
d ∥ufarV,T ∥2H1(UT ),

and thus to (5.3.47).
Step 5: Finally, we prove the following far-field bound for Ṽ

∑

T∈T•

∥w•∇Γu
far
V,T ∥2L2(T ) ≤

∑

T∈T•

∥w•∇ufarV,T ∥2L2(T )

! ∥w•/h
1/2
• ∥2L∞(Γ)∥ψ∥

2
H−1/2(Γ) + ∥w•ψ∥2L2(Γ).

(5.3.50)

By definition (5.3.37), (5.3.50) together with (5.3.43) of Step 2 will conclude the proof of
the proposition. The estimate (5.3.47) and the definition (5.3.37) show that

∑

T∈T•

∥w•∇Γu
far
V,T ∥2L2(T ) !

∑

T∈T•

∥w•/h
1/2
• ∥2L∞(Γ)∥u

far
V,T ∥2H1(UT )

!
∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥u

near
V,T ∥2H1(UT ) +

∑

T∈T•

∥w•/h
1/2
• ∥2L∞(Γ)∥Ṽψ∥

2
H1(UT ). (5.3.51)

The first term in (5.3.51) can be bounded with the near-field bound (5.3.43). For the second
one, we apply (5.3.36) and the stability Ṽ : H−1/2(Γ)D → H1(U)D of (5.3.29) to see that

∑

T∈T•

∥w•/h
1/2
• ∥2L∞(T )∥Ṽψ∥

2
H1(UT ) ! ∥w•/h

1/2
• ∥2L∞(Γ)∥Ṽψ∥

2
H1(U) ! ∥w•/h

1/2
• ∥2L∞(Γ)∥ψ∥

2
H−1/2(Γ).

This concludes the proof.

Remark 5.3.16. [AFF+17] does not only treat the single-layer operator V : H−1/2(Γ)D →
H1/2(Γ)D, but also derives similar inverse estimates as in (5.3.33) for the double-layer op-
erator K : H1/2(Γ)D → H1/2(Γ)D, the adjoint double-layer operator K′ : H−1/2(Γ)D →
H−1/2(Γ)D, and the hyper-singular operator W : H1/2(Γ)D → H−1/2(Γ)D; see, e.g.,
[McL00, page 218] for a precise definition (where these operators are denoted by T, T̃ ∗,
and R). Although they only considered the Laplace problem, with the techniques of the
proof of Proposition 5.3.15, their result can be extended to arbitrary partial differential
operators P with constant coefficients as in Section 5.1.3. Indeed, one can show for all
ψ ∈ L2(Γ)D and v ∈ H1(Γ)D that

∥w•∇ΓVψ∥L2(Γ) + ∥w•K
′ψ∥L2(Γ) !

(
∥w•/h

1/2
• ∥L∞(Γ)∥ψ∥H−1/2(Γ) + ∥w•ψ∥L2(Γ)

)
,

∥w•∇ΓKv∥L2(Γ) + ∥w•Wv∥L2(Γ) !
(
∥w•/h

1/2
• ∥L∞(Γ)∥v∥H1/2(Γ) + ∥w•∇Γv∥L2(Γ)

)
.
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For the second inequality, one additionally needs the assumption that P has no lowest-
order terms, i.e., c = 0. Although it is likely that also the general case c ̸= 0 is valid,
the analysis of [AFF+17] exploits the fact that the double-layer potential K̃ : H1/2(Γ)D →
H1(Ω)D (see, e.g, [McL00] for a definition) of the Laplacian satisfies that K̃x is constant
for arbitrary constant functions x ∈ RD. In general, this is only satisfied if the considered
partial differential operator has no lowest-order terms.

5.3.5 Stability on non-refined elements (E1)

We show that the assumptions (M1)–(M5) and (S1)–(S2) imply stability (E1), i.e., the
existence of Cstab ≥ 1 such that for all T• ∈ T, and all T◦ ∈ refine(T•), it holds that

|η◦(T• ∩ T◦)− η•(T• ∩ T◦)| ≤ Cstab∥Φ◦ − Φ•∥H−1/2(Γ). (5.3.52)

In Section 5.3.6, we will fix the constant Cϱ for the perturbations (5.3.1) such that Cstab ≤
Cϱ. The reverse triangle inequality and the fact that h◦ = h• on

⋃
(T• ∩ T◦) prove that

|η◦(T• ∩ T◦)− η•(T• ∩ T◦)| =
∣∣∥h1/2◦ ∇ΓV(φ− Φ◦)∥L2(

⋃
(T•∩T◦)) − ∥h1/2• ∇ΓV(φ− Φ•)∥L2(

⋃
(T•∩T◦)

∣∣

≤ ∥h1/2◦ ∇ΓV(Φ◦ −Φ•)∥L2(
⋃
(T•∩T◦))

≤ ∥h1/2◦ ∇ΓV(Φ◦ −Φ•)∥L2(Γ).

(S2) shows that Φ◦ − Φ• ∈ X◦. Therefore, the inverse inequalities from (S1) and (5.3.34)
are applicable, which implies (5.3.52). The constant Cstab depends only on d,D, Γ, the
coefficients of P, and the constants from (M1)–(M5) and (S1).

5.3.6 Reduction on refined elements (E2)

We show that the assumptions (M1)–(M5), (R2)–(R3), and (S1)–(S2) imply reduction on
refined elements (E2), i.e., the existence of Cred ≥ 1 and 0 < ρred < 1 such that for all
T• ∈ T and all T◦ ∈ refine(T•), there holds that

η◦(T◦ \ T•)2 ≤ ρred η•(T•\T◦)2 +Cred∥Φ◦ − Φ•∥2H−1/2(Γ). (5.3.53)

With this, we can fix the constant for the perturbations (5.3.1) as

Cϱ := max(Cstab, C
1/2
red ). (5.3.54)

First, we apply the triangle inequality

η◦(T◦ \ T•) = ∥h1/2◦ ∇ΓV(φ− Φ◦)∥L2(
⋃

T◦\T•)

≤ ∥h1/2◦ ∇ΓV(φ− Φ•)∥L2(
⋃

T◦\T•) + ∥h1/2◦ ∇ΓV(Φ◦ − Φ•)∥L2(
⋃

T◦\T•).

(R2)–(R3) show that
⋃
(T◦ \ T•) =

⋃
(T• \ T◦) and h◦ ≤ ρ1/(d−1)

son h• on
⋃
(T• \ T◦). Thus, we

can proceed the estimate as follows

η◦(T◦ \ T•) ≤ ρ1/(2d−2)
son ∥h1/2• ∇ΓV(φ− Φ•)∥L2(

⋃
T•\T◦) + ∥h1/2◦ ∇ΓV(Φ◦ − Φ•)∥L2(

⋃
T◦\T•)

= ρ1/(2d−2)
son η•(T• \ T◦) + ∥h1/2◦ ∇ΓV(Φ◦ − Φ•)∥L2(

⋃
T◦\T•).
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Since Φ• ∈ X• ⊆ X◦ according to (S2), we can apply the inverse estimates (S1) and (5.3.34).
Together with the Young’s inequality, we derive for arbitrary δ > 0 that

η◦(T◦ \ T•)2 ≤ (1 + δ)ρ1/(d−1)
son η•(T• \ T◦)2 + (1 + δ−1)C2

inv,V(1 + Cinv)
2∥Φ◦ − Φ•∥2H−1/2(Γ).

Choosing δ > 0 sufficiently small, we obtain (5.3.53). The constant Cred depends only on
d,D, Γ, the coefficients of P, and the constants from (M1)–(M5), (R2)–(R3), and (S1).

5.3.7 General quasi-orthogonality (E3)

According to Theorem 2.3.1 (i), Section 5.3.3, Section 5.3.5, and Section 5.3.6 already imply
estimator convergence limℓ→∞ ηℓ = 0. Therefore, reliability (5.2.22) implies error conver-
gence limℓ→∞ ∥φ− Φℓ∥H−1/2(Γ) = 0. In particular, we obtain that φ ∈ X∞ =

⋃
ℓ∈N0

Xℓ. As
in Section 4.3.4, we show that the latter inclusion φ ∈ X∞, reliability (5.2.22), and (S2)
imply general quasi-orthogonality (E3), i.e., the existence of

0 ≤ εqo < sup
δ>0

1− (1 + δ)(1 − (1− ρred)θ)

2 + δ−1
, (5.3.55)

and Cqo ≥ 1 such that

ℓ+N∑

j=ℓ

(Cϱ∥Φj+1 − Φj∥2H−1/2(Γ) − εqoη
2
j ) ≤ Cqoη

2
ℓ for all ℓ, N ∈ N0. (5.3.56)

Recall that we already fixed the constant Cϱ in (5.3.54). Again, the key ingredient is pro-
vided by the abstract Lemma 4.3.2. We choose H := H−1/2(Γ)D with H∗ = (H−1/2(Γ)D)∗

and Hℓ := Xℓ for all ℓ ∈ N0. Note that, H1/2(Γ)D is a realization of (H−1/2(Γ)D)∗ with
equivalent norms. To define the involved operators, we first introduce the principal part of
P as the corresponding partial differential operator without lower-order terms

P0v := −
d∑

i=1

d∑

i′=1

∂i(Aii′∂i′v). (5.3.57)

According to [McL00, Lemma 4.5], the principal part is also coercive on H1
0 (Ω)

D. We
denote its corresponding single-layer operator which can be defined as in Section 5.1.3 by

V0 : H
−1/2(Γ)D → H1/2(Γ)D. (5.3.58)

With this, we set A := V0 as well as C := V−V0, which gives B = V in Lemma 4.3.2. Our
assumption A⊤

ii′ = Ai′i easily implies that V0 is symmetric; see, e.g., [McL00, page 218].
To see compactness of C, one can proceed as in [SS11, Lemma 3.9.8], where the assertion
is proved for the Helmholtz operator: First, one shows as in [McL00, Theorem 6.1] that
the corresponding Newton potentials satisfy the mapping property Ñ − Ñ0 : Hσ(Rd)D →
Hσ+3(Rd)D for all σ ∈ R. In combination with Rellich’s compactness theorem [McL00,
Theorem 3.27], one can now adapt the proof of [McL00, Theorem 6.11] which yields com-
pactness of C. Recall that we already observed at the beginning of the current subsection
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that φ ∈ X∞. Altogether, we see that Lemma 4.3.2 is applicable. The rest follows along
the lines of Step 2 from Section 4.3.4, where Cqo depends only on the dimension D, the
boundary Γ, the chosen εqo, the perturbation constant Cϱ, the reliability constant Crel, the
coefficients of P, and the sequence (Φℓ)ℓ∈N0 .

Remark 5.3.17. If the bilinear form ⟨V · , ·⟩ is symmetric, (5.3.56) follows from the
Pythagoras theorem ∥φ − Φj∥2V + ∥Φj+1 − Φj∥2V = ∥φ − Φj∥2V in the V-induced energy
norm ∥ψ∥2V := ⟨Vψ , ψ⟩ and norm equivalence

ℓ+N∑

j=ℓ

∥Φj+1 − Φj∥2H−1/2(Γ) ≃
ℓ+N∑

j=ℓ

∥Φj+1 − Φj∥2V = ∥φ− Φℓ∥2V − ∥φ− Φℓ+N∥2V

! ∥φ−Φℓ∥2H−1/2(Γ).

Together with reliability (5.2.22), this proves (5.3.56) even for εqo = 0, and Cqo is indepen-
dent of the sequence (Φℓ)ℓ∈N0 .

5.3.8 Discrete reliability (E4)

The proof of (E4) is inspired by [FKMP13, Proposition 5.3] which considers piecewise
constants on shape-regular triangulations as ansatz space. Under the assumptions (M1)–
(M5), (5.2.12), and (S1)–(S6), we show that there exist Cdrel, Cref ≥ 1 such that for all
T• ∈ T and all T◦ ∈ refine(T•), the subset

R•,◦ := Π
qsupp+qloc+2
• (T• \ T◦) (5.3.59)

satisfies that

Cϱ∥Φ◦ − Φ•∥H−1/2(Γ) ≤ Cdrel η•(R•,◦), T• \ T◦ ⊆ R•,◦, and #R•,◦ ≤ Cref(#T◦ −#T•).

The last two properties are obvious with Cref = C
qsupp+qloc+2
patch by validity of (M1) and

(5.2.12). Before we start the proof itself, we provide the following lemma about certain
smooth characteristic functions.

Lemma 5.3.18. Let T• ∈ T and S ⊆ T•. Suppose (M1)–(M4). Then there exists a function
χ̃S ∈ H1(Γ) such that for almost all x ∈ Γ

χ̃S(x) = 1 if x ∈
⋃

S,

0 ≤ χ̃S(x) ≤ 1 if x ∈ π•(S), (5.3.60)

χ̃S(x) = 0 if x ̸∈ π•(S).

Further, there exists a constant C > 0 such that for almost all x ∈ Γ, there holds that

|∇Γχ̃S(x)| ≤ Ch•(x)
−1 (5.3.61)

The constant C depends only on the dimension d and the constants from (M1)–(M4).
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Proof. In the following three steps, we will even prove the existence of a function χ̃S ∈
C∞(O) with an open superset O ⊃ Γ such that the restriction to Γ has the desired
properties. With the constants from (M1)–(M2) and (M4), we introduce the following
abbreviations for T ∈ T•

δ1(T ) :=
diam(T )

2CpatchClocuniCcent
, δ2(T ) :=

diam(T )

Ccent
, δ3(T ) :=

diam(T )

2Ccent
. (5.3.62)

Step 1: First, we construct an equivalent smooth mesh-size function δ̃• ∈ C∞(Rd). Let
K1 ∈ C∞(Rd) be a standard mollifier with 0 ≤ K1 ≤ 1 on B1(0), K1 = 0 on Rd \ B1(0),
and

∫
Rd K1 dx = 1. For s > 0, we set Ks(·) := K1(·/s)s−d. With the convolution operator,

we define

δ̃• :=
∑

T∈T•

δ1(T )χBδ2(T )(T ) ∗Kδ2(T ). (5.3.63)

Note that supp(χBδ2(T )(T ) ∗ Kδ2(T )) ⊆ B2δ2(T )(T ) for T ∈ T•. Thus, (M4) and the choice

(5.3.62) of δ2(T ) yields that supp(χBδ2(T )(T ) ∗ Kδ2(T )) ∩ Γ ⊆ π•(T ). Together with (M1)–

(M2) and 0 ≤ χBδ2(T )(T ) ∗ Kδ2(T ) ≤ 1, this implies for the interior T ′◦ of any T ′ ∈ T•
that

δ̃•|T ′◦ ≤
∑

T∈T•

δ1(T )χπ•(T )|T ′◦ =
∑

T∈Π•(T ′)

δ1(T ) ≤ CpatchClocuni δ1(T
′).

By continuity of δ̃•, this estimate is also satisfied if T ′◦ is replaced by T ′, i.e., δ̃•|T ′ ≤
CpatchClocuniδ1(T ′). The fact that χBδ2(T

′)(T
′) ∗ Kδ2(T ′) = 1 on T ′ shows that also the

converse estimate is valid. This leads to

δ1(T
′) ≤ δ̃•|T ′ ≤ CpatchClocuni δ1(T

′) for all T ′ ∈ T•. (5.3.64)

In particular, this proves the existence of an open set O ⊃ Γ such that δ̃• > 0 on O. Finally,
we consider the gradient of δ̃• for x ∈ Γ. Recall that supp(χBδ2(T )(T ) ∗ Kδ2(T )) ⊆ π•(T ).

Together with the Hölder inequality, ∥∇Ks∥L1(Rd) ! s−1, and (M1)–(M2), this proves that

|∇δ̃•(x)| =
∑

T∈T•

δ1(T )χπ•(T )(x) |χBδ2(T )(T ) ∗ ∇Kδ2(T )(x)|

!
∑

T∈T•

δ1(T )χπ•(T )(x)δ2(T )
−1 ! 1.

(5.3.65)

Step 2: We set S̃ :=
⋃{

Bδ3(T )(T ) : T ∈ S
}
. For x ∈ O, we define the quasi-convolution

χ̃S(x) :=

∫

Rd
χS̃(y)Kδ̃•(x)

(x− y) dy.

Since δ̃• > 0 on O ⊃ Γ, there holds that χ̃S ∈ C∞(O), and thus χ̃S |Γ ∈ H1(Γ); see, e.g.,
[McL00, pages 98–99]. In this step, we verify (5.3.60). Since supp(Ks) = Bs(0), there holds
that

χ̃S(x) =

∫

Bδ̃•(x)
(x)
χS̃(y)Kδ̃•(x)

(x− y) dy. (5.3.66)
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We observe that χ̃S(x) = 1 if Bδ̃•(x)
(x) ⊆ S̃. Due to δ̃•|T ′ ≤ δ3(T ′) for all T ′ ∈ T• (which

follows from (5.3.62) and (5.3.64)), this is particularly satisfied if x ∈
⋃

S. Moreover,
(5.3.66) shows that 0 ≤ χ̃S(x) ≤ 1 for all x ∈ Rd, and χ̃S(x) = 0 if Bδ̃•(x)

(x) ∩ S̃ = ∅.
It remains to prove that x ∈ Γ \ π•(S) implies that Bδ̃•(x)

(x) ∩ S̃ = ∅. We prove the

contraposition. Let x ∈ Γ and suppose that Bδ̃•(x)
(x) ∩ S̃ ̸= ∅. Then, there exists T ∈ S

and y ∈ Rd such that |x− y| < δ̃•(x) and dist(y, T ) < δ3(T ). The triangle inequality yields
that

dist(x, T ) ≤ |x− y|+ dist(y, T ) < δ̃•(x) + δ3(T ) ≤ 2max(δ̃•(x), δ3(T )). (5.3.67)

Now, we differ two different cases: If δ̃•(x) ≤ δ3(T ), then we have that dist(x, T ) < 2δ3(T ).
The choice (5.3.62) of δ3(T ) together with (M4) shows that x ∈ π•(T ) ⊆ π•(S). If δ̃•(x) >
δ3(T ), then we have that dist(x, T ) ≤ 2δ̃•(x). Let T ′ ∈ T• with x ∈ T ′ and z ∈ T with
|x− z| = dist(x, T ). Together with (5.3.64) and (5.3.67), this yields that

dist(z, T ′) ≤ |x− z| = dist(x, T ) < 2δ̃•(x) ≤ 2CpatchClocuni δ1(T
′).

The choice (5.3.62) of δ1(T ′) together with (M4) implies that even an open neighborhood
of z is contained in π•(T ′). We conclude that T ′ ∈ Π•(T ), and thus x ∈ T ′ ⊆ π•(T ).
Step 3: Finally, we prove (5.3.61). We recall that δ̃• > 0 on O; see Step 1. With the
identity matrix I ∈ Rd×d and the matrix (x−y)(∇δ̃•(x))⊤ ∈ Rd×d, elementary calculations
prove for all x ∈ O ⊃ Γ and all y ∈ Rd that

(
∇x
(
Kδ̃•(x)

(x− y)
))⊤

=
(
∇K1

(x− y

δ̃•(x)

))⊤ δ̃•(x)I − (x− y)(∇δ̃•(x))⊤

δ̃•(x)2
δ̃•(x)

−d

+K1

(x− y

δ̃•(x)

)
δ̃•(x)

−d−1(−d)(∇δ̃•(x))⊤.

Considering the norm yields that

∣∣∇x
(
Kδ̃•(x)

(x− y)
)∣∣ ! δ̃•(x)

−d−1 + |x− y||∇δ̃•(x)| δ̃•(x)−d−2 + δ̃•(x)
−d−1|∇δ̃•(x)|.

Together with supp(Ks) = Bs(0), this shows for all x ∈ Γ that

|∇χ̃S(x)| =
∣∣∣
∫

Rd
χS̃(y)∇x

(
Kδ̃•(x)

(x− y)
)
dy
∣∣∣

!

∫

Bδ̃•(x)
(x)
δ̃•(x)

−d−1 + |x− y||∇δ̃•(x)| δ̃•(x)−d−2 + δ̃•(x)
−d−1|∇δ̃•(x)| dy

! δ̃•(x)
−1(1 + ∥∇δ̃•∥L∞(Γ)).

Thus, (5.3.64)–(5.3.65), and (M2) prove that |∇χ̃S(x)| ! h•(x)−1 for almost all x ∈ Γ.
Moreover, for smooth functions, the surface gradient ∇Γ is the orthogonal projection of
the gradient ∇ onto the tangent plane; see, e.g., [ME14, Lemma 2.22]). With the outer
normal vector ν, this implies that ∇Γχ̃S = ∇χ̃S − (∇χ̃S · ν)ν almost everywhere on Γ, and
concludes the proof with the previous estimate.
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Remark 5.3.19. For shape-regular triangular meshes as in [FKMP13, FFK+14], the proof
of Lemma 5.3.18 simplifies a lot. Indeed, one can define χ̃S with the help of standard hat
functions on Γ; see [FKMP13, Section 5.3].

Now, we prove discrete reliability (E4) in three steps.
Step 1: For S1 := T• ∩ T◦, let J•,S1 be the corresponding projection operator from (S5)–
(S6). Ellipticity (5.1.12), nestedness (S2) of the ansatz spaces, and the definition (5.2.14)
of the Galerkin approximations yield that

∥Φ◦ − Φ•∥2H−1/2(Γ) ! ⟨V(Φ◦ − Φ•) , Φ◦ − Φ•⟩L2(Γ)

= ⟨V(φ− Φ•) , (1− J•,S1)(Φ◦ − Φ•)⟩L2(Γ).

(S3) shows that (Φ◦−Φ•)|πproj
• (T ) ∈

{
Ψ•|πproj

• (T ) : Ψ• ∈ X•
}
for any T ∈ T• \Πqloc

• (T• \ T◦).
Moreover, one easily sees (as in (4.5.13)) that

Πqloc
• (T ) ⊆ T• ∩ T◦ = S1 for all T ∈ T• \Πqloc

• (T• \ T◦). (5.3.68)

Hence, the local projection property (S5) of J•,S1 is applicable and proves that J•,S1(Φ◦ −
Φ•) = Φ◦ − Φ• on Γ \ πqloc• (T• \ T◦). Altogether, we conclude with Lemma 5.3.18 and
S2 := Πqloc

• (T• \ T◦) that

∥Φ◦ − Φ•∥2H−1/2(Γ) ! ⟨χ̃S2 V(φ−Φ•) , (1− J•,S1)(Φ◦ − Φ•)⟩L2(Γ). (5.3.69)

We bound the two terms ⟨χ̃S2 V(φ − Φ•) , Φ◦ − Φ•⟩L2(Γ) and ⟨χ̃S2 V(φ − Φ•) , J•,S1(Φ◦ −
Φ•)⟩L2(Γ) separately. Since H−1/2(Γ)D is the dual space of H1/2(Γ)D, there holds that

⟨χ̃S2 V(φ− Φ•) , Φ◦ − Φ•⟩L2(Γ) ≤ ∥χ̃S2 V(φ− Φ•)∥H1/2(Γ)∥Φ◦ − Φ•∥H−1/2(Γ). (5.3.70)

The Cauchy–Schwarz inequality shows that

⟨χ̃S2 V(φ− Φ•) , J•,S1(Φ◦ − Φ•)⟩L2(Γ)

≤ ∥h−1/2
• χ̃S2 V(φ− Φ•)∥L2(Γ)∥h

1/2
• J•,S1(Φ◦ − Φ•)∥L2(Γ).

Since J•,S1 : L2(Γ)D →
{
Ψ• ∈ X• : Ψ•|⋃(T•\S1) = 0

}
, it holds that supp(J•,S1(Φ◦ −Φ•)) ⊆⋃

(T• ∩ T◦). This together with the fact that h• = h◦ on
⋃
(T• ∩ T◦), the local L2-stability

(S6) and (M1)–(M3) implies that

= ∥h−1/2
• χ̃S2 V(φ− Φ•)∥L2(Γ)∥h

1/2
◦ J•,S1(Φ◦ − Φ•)∥L2(

⋃
(T•∩T◦))

! ∥h−1/2
• χ̃S2 V(φ− Φ•)∥L2(Γ)∥h

1/2
◦ (Φ◦ − Φ•)∥L2(Γ).

With the inverse inequality (S1) applied to Φ◦ − Φ• ∈ X◦ (see (S2)), the latter estimate
implies that

⟨χ̃S2 V(φ− Φ•) , J•,S1(Φ◦ − Φ•)⟩L2(Γ) ! ∥h−1/2
• χ̃S2V(φ− Φ•)∥L2(Γ)∥Φ◦ −Φ•∥H−1/2(Γ).

(5.3.71)
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Plugging (5.3.70) and (5.3.71) into (5.3.69) shows that

∥Φ◦ − Φ•∥H−1/2(Γ) ! ∥h−1/2
• χ̃S2 V(φ− Φ•)∥L2(Γ) + ∥χ̃S2 V(φ− Φ•)∥H1/2(Γ). (5.3.72)

Step 2: Next, we deal with the first summand of (5.3.72). First, we note that supp(χ̃S2) ⊆
πqloc+1
• (T• \ T◦) and 0 ≤ χ̃S2 ≤ 1 (see (5.3.60)) imply that

∥h−1/2
• χ̃S2 V(φ− Φ•)∥L2(Γ) ≤ ∥h−1/2

• V(φ− Φ•)∥L2
(
π
qloc+1
• (T•\T◦)

). (5.3.73)

By Galerkin orthogonality (5.2.15), we see that V(φ−Φ•) is L2-orthogonal to all functions
of X• which includes in particular the functions Ψ•,T,j from (S4). Hence, we can apply
Corollary 5.3.6. Together with (M1)–(M3) and recalling (5.3.59), we prove that

∥h−1/2
• χ̃S2 V(φ− Φ•)∥L2(Γ) ! ∥h1/2• ∇ΓV(φ− Φ•)∥L2

(
π
qsupp+qloc+2
• (T•\T◦)

) = η•(R•,◦).

Step 3: It remains to consider the second summand of (5.3.72). Lemma 5.3.2 in conjunc-
tion with shape-regularity (M3) implies that

∥χ̃S2 V(φ−Φ•)∥2H1/2(Γ) !
∑

T∈T•

∑

T ′∈Π•(T )

|χ̃S2 V(φ− Φ•)|2H1/2(T∪T ′) + ∥h−1/2
• χ̃S2 V(φ− Φ•)∥L2(Γ).

We have already dealt with the second summand in Step 2. For the first one, we fix again
some z(T, T ′) ∈ T ∩ T ′ for any T ∈ T•, T ′ ∈ Π•(T ). (M1)–(M3) and (M5) show that

∑

T∈T•

∑

T ′∈Π•(T )

|χ̃S2 V(φ− Φ•)|2H1/2(T∪T ′) ≤
∑

T∈T•

∑

T ′∈Π•(T )

|χ̃S2 V(φ− Φ•)|2H1/2(π•(z(T,T ′)))

≤
∑

T∈T•

∑

T ′∈Π•(T )

∥h1/2• ∇Γ(χ̃S2 V(φ−Φ•))∥2L2(π•(z(T,T ′)) ! ∥h1/2• ∇Γ(χ̃S2 V(φ− Φ•))∥2L2(Γ).

With the product rule and (5.3.61), we continue our estimate

∥χ̃S2 V(φ−Φ•)∥2H1/2(Γ) ! ∥h−1/2
• V(φ− Φ•))∥2L2(supp(χ̃S2 ))

+ ∥h1/2• ∇ΓV(φ−Φ•))∥2L2(supp(χ̃S2 ))
.

Note that we have already dealt with the first summand in Step 2 (see (5.3.73)). Finally,
supp(χ̃S2) ⊆ πqloc+1

• (T• \ T◦) (see (5.3.60)) and Πqloc+1
• (T• \ T◦) ⊆ R•,◦ (see (5.3.59)) prove

for the second one that

∥h1/2• ∇ΓV(φ− Φ•))∥2L2(supp(χ̃S2 ))
≤ η•(R•,◦)

2.

With this, we conclude the proof of discrete reliability (E4). The constant Cdrel depends
only on Cϱ, d,D, Γ, and the constants from (M1)–(M5) and (S1)–(S6).

5.3.9 Refinement axioms (T1)–(T3)

Clearly, the properties (R1), (R4), and (R5) are even slightly stronger versions of the axioms
(T1)–(T3).

136



5.4 Boundary element method with hierarchical splines

5.4 Boundary element method with hierarchical splines

In this section, we consider Ω ⊂ Rd with d ≥ 3. We introduce hierarchical splines on
the boundary Γ and propose a local mesh-refinement strategy. To this end, we assume
the existence of a mesh

{
Γm : m ∈ {1, . . . ,M}

}
of Γ in the sense of Section 5.2.1 such

that each surface Γm can be parametrized over Γ̂m := [0, 1]d−1. We use the notation
from Section 3.4 (with an additional index m for the surface Γm), where we have already
introduced hierarchical splines in the parameter domain Γ̂m. The main result of this section
is Theorem 5.4.5 which states that hierarchical splines together with the proposed mesh-
refinement strategy fit into the abstract setting of Section 5.2 and are hence covered by
Theorem 5.2.5. The proof of Theorem 5.4.5 is given in Section 5.5.

5.4.1 Parametrization of the boundary

We assume that for all m ∈ {1, . . . ,M}, the surface Γm can be parametrized via a bi-
Lipschitz mapping

γm : Γ̂m → Γm, (5.4.1)

where Γ̂m = [0, 1]d−1. In particular, Lemma 5.2.1 (applied on the interior of Γ̂m) shows
that γm is almost everywhere differentiable, and there exists a constant Cγ > 0 such that

C−1
γ |s− t| ≤ |γm(s)− γm(t)| ≤ Cγ |s− t| for all s, t ∈ Γ̂m, (5.4.2a)

and the Gram determinant satisfies that

C−(d−1)
γ ≤

√
det(Dγ⊤m(t)Dγm(t)) ≤ Cd−1

γ for almost all t ∈ Γ̂m. (5.4.2b)

We define the set of nodes Nγ :=
⋃M

m=1

{
γm(ẑ) : ẑ ∈ {0, 1}d−1

}
. We suppose that there

are no (initial) hanging nodes, i.e., the intersection Γm ∩ Γm′ with m ̸= m′ is either empty
or a common (transformed) lower-dimensional hyperrectangle γm(Êm) = γm′(Êm′), where
Êm and Êm′ are the convex hulls of at most d − 2 points in {0, 1}d−1. Moreover, with
the node patch πγ(z) :=

⋃{
Γm : m ∈ {1, . . . ,M} ∧ z ∈ Γm

}
for z ∈ Nγ , we suppose

the following compatibility assumption for the different parametrizations: For all nodes
z ∈ Nγ , there exists a polytope πγ(z) ⊂ Rd−1, i.e., a polygon for d = 3 and a polyhedron
for d = 4, and a bi-Lipschitz mapping

γz : πγ(z) → πγ(z) (5.4.3)

such that γ−1
z ◦ γm is an affine bijection for all m ∈ {1, . . . ,M} with Γm ⊆ πγ(z). Put into

words, this means that each node patch πγ(z) can be flattened, where the corresponding
bi-Lipschitz mapping restricted to any contained surface Γm essentially coincides with the
parametrization γm. In particular, this prohibits the case πγ(z) = Γ. The same assumption
is also made in [SS11, Assumption 4.3.25] for curvilinear triangulations. It particularly
implies that the parametrizations essentially coincide at the boundary of the surfaces,
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5 Boundary Element Method

i.e., for all m ̸= m′ with non-empty intersection E := Γm ∩ Γm′ ̸= ∅, there holds with
Êm := γ−1

m (E) and Êm′ := γ−1
m′ (E)

γm|Êm
= γm′ ◦

(
γ−1
m′ ◦ γz ◦ γ−1

z ◦ γm|Êm

)
, (5.4.4)

where γ−1
m′ ◦ γz ◦ γ−1

z ◦ γm|Êm
: Êm → Êm′ is an affine bijection. By possibly enlarging Cγ

from (5.4.2), we can assume that

C−1
γ |s− t| ≤ |γz(s)− γz(t)| ≤ Cγ |s− t| for all s, t ∈ πγ(z). (5.4.5)

5.4.2 Hierarchical meshes and splines on the boundary

For m ∈ {1, . . . ,M}, let (p1,m, . . . , pd−1,m) be a vector of fixed polynomial degrees in N,
and set

pmax := max
{
pi,m : i ∈ {1, . . . , d} ∧m ∈ {1, . . . ,M}

}
. (5.4.6)

Let

K̂0,m = (K̂1(0,m), . . . , K̂(d−1)(0,m)) (5.4.7)

be a fixed initial (d − 1)-dimensional vector of pi,m-open knot vectors as in Section 3.3.2,
where we additionally suppose that all interior knots ti(0,m),j ∈ (0, 1) even satisfy that

#i(0,m)ti(0,m),j ≤ pi,m for all i ∈ {1, . . . , d− 1}, j ∈ {2 + pi,m, . . . , Ni(0,m) − 1}. (5.4.8)

For any corresponding hierarchical mesh T̂•,m, we define X̂•,m as the space of all hierarchical

splines on Γ̂m = [0, 1]d−1 as

X̂•,m := Ŝ(p1,m,...,pd−1,m)(K̂0,m, T̂•,m)D

⊂
{
ψ̂ ∈ C0(Γ̂m)D : ψ̂|T ∈ C∞(T̂ )D for all T̂ ∈ T̂•,m

}
.

(5.4.9)

In order to transform the definitions from the parameter domain Γ̂m to the boundary
part Γm, we use the parametrizations from Section 5.4.1. All previous definitions can
now also be made on each part Γm, just by pulling them from the parameter domain via
the bi-Lipschitz mapping γm. For these definitions, we drop the symbol ·̂. If T̂•,m is a

hierarchical mesh in the parameter domain Γ̂m, we define the corresponding mesh on Γm

as T•,m :=
{
γm(T̂ ) : T̂ ∈ T̂•,m

}
. In particular, we have that T0,m =

{
γm(T̂ ) : T̂ ∈ T̂0,m

}
.

Moreover, let Tm :=
{
T•,m : T̂•,m ∈ T̂m

}
denote the set of all admissible meshes on Γm,

where T̂m is the set of all admissible hierarchical meshes on Γ̂m in the sense of Section 3.4.4.
For an arbitrary hierarchical mesh T•,m on Γm, we introduce the corresponding hierarchical
spline space

X•,m :=
{
Ψ̂•,m ◦ γ−1

m : Ψ̂•,m ∈ X̂•,m
}
⊂ C0(Γm)D ⊂ L2(Γm)D ⊂ H−1/2(Γm)D. (5.4.10)

Finally, it remains to define hierarchical meshes and splines on Γ itself. This can be
done by gluing the previous definitions for the single surfaces Γm together. For all m ∈
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5.4 Boundary element method with hierarchical splines

{1, . . . ,M}, let T•,m be a hierarchical mesh on Γm. We define the corresponding hierarchical

mesh on Γ as T• :=
⋃M

m=1 T•,m. Clearly, T• is a mesh in the sense of Section 5.2.1, where

T̂ := γ−1
m (T ) and γT := γm|T̂ for T ∈ T•,m with m ∈ {1, . . . ,M}, (5.4.11)

and we can use the notation from there. For T ∈ T•

level(T ) := level(T̂ ). (5.4.12)

We call T• admissible if the mesh satisfies the following two properties:

• All partial meshes are admissible, i.e., T•,m ∈ Tm for all m ∈ {1, . . . ,M}.

• There are no hanging nodes on the boundary of the surfaces Γm, i.e., the intersec-
tion T ∩ T ′ for T ∈ T•,m, T ′ ∈ T•,m′ with m ̸= m′ is either empty or a common
(transformed) lower-dimensional hyperrectangle.

We define the set of all admissible hierarchical meshes on Γ as T, and suppose that the
initial mesh on Γ is admissible, i.e.,

T0 =
M⋃

m=1

T0,m ∈ T. (5.4.13)

For an arbitrary hierarchical mesh T• on Γ, the corresponding hierarchical splines read

X• :=
{
Ψ• : Γ → RD : Ψ•|Γm ∈ X•,m for all m ∈ {1, . . . ,M}

}
⊂ L2(Γ)D ⊂ H−1/2(Γ)D.

(5.4.14)

Remark 5.4.1. (a) The property that there are no hanging nodes implies local quasi-
uniformity at the boundaries ∂Γm, i.e., if T ∈ T•,m, T ′ ∈ T•,m′ with m ̸= m′ have non-empty
intersection T ∩ T ′ ̸= ∅, then |level(T ) − level(T ′)| ≤ 1. Indeed, the intersection T ∩ T ′

of T ∈ T•,m, T ′ ∈ T•,m′ is either empty or a common (transformed) lower-dimensional

hyperrectangle. Thus, if dim(T∩T ′) ≥ 1, then level(T̂ ) = level(T̂ ′). If dim(T ∩T ′) = 0, i.e.,
if T ∩T ′ is only a point, there exists a sequence of elements T1 ∈ T•,m1 , . . . , TJ ∈ T•,mJ with
T1 = T and TJ = T ′ such that mj ̸= mj+1 and dim(Tj∩Tj+1) ≥ 1 for all j ∈ {1, . . . , J−1}.
The previous argumentation yields that level(T̂ ) = level(T̂ ′).

(b) Since, the ansatz space only needs to be a subset of H−1/2(Γ)D, the property that there
are no hanging nodes can actually be replaced by local quasi-uniformity at the boundaries
∂Γm as in (a), which is sufficient for the following analysis. However, for the hyper-singular
integral equation which appears for the Neumann problem Pu = 0 in Ω with Dνu = φ on
Γ for some given φ ∈ H−1/2(Γ)D; see, e.g., [McL00, pages 229–231], the ansatz functions
must be in H1/2(Γ)D. In this case, the natural choice for the ansatz space is X• ∩C0(Γ)D,
which is even a subset of H1(Γ)D. If one supposes that there are no hanging nodes, one can
define a local basis with the help of Proposition 4.5.3. The knowledge of such a basis is not
only essential for an efficient implementation, but is also needed, e.g., for the definition of
a quasi-interpolation operator.
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5.4.3 Refinement of hierarchical meshes

In this section, we present a concrete refinement algorithm to specify the setting of Sec-
tion 5.2.2. We start in the parameter domain. Recall that we call a hierarchical mesh T̂◦,m
finer than another hierarchical mesh T̂•,m if Ω̂k

•,m ⊆ Ω̂k
◦,m for all k ∈ N0. This just means

that T̂◦,m is obtained from T̂•,m by iterative dyadic bisections of the elements in T̂•,m. To

bisect an element T̂ ∈ T̂•,m, one just has to add it to the set Ω̂level(T̂ )+1
•,m ; see (5.4.22) below.

In this case, the corresponding spaces are nested according to (3.4.18), i.e.,

X̂•,m ⊆ X̂◦,m. (5.4.15)

To transfer this definition onto the surface Γm for m ∈ {1, . . . ,M}, we essentially just drop
the symbol ·̂. We say that a hierarchical mesh T◦,m on Γm is finer than another hierarchical
mesh T•,m on Γm, if the corresponding meshes in the parameter domain satisfy this relation,

i.e., if T̂◦,m is finer than T̂•,m. In this case, there holds that

X•,m ⊆ X◦,m. (5.4.16)

Finally, we call a hierarchical mesh T◦ on Γ finer than another hierarchical mesh T• on Γ,
if the corresponding partial meshes satisfy this relation, i.e., if T◦,m is finer than T•,m for
all m ∈ {1, . . . ,M}. In this case, there holds that

X• ⊆ X◦. (5.4.17)

Let T• be a hierarchical mesh and T ∈ T•, and hence T ∈ T•,m for some m ∈ {1, . . . ,M}.
Moreover, let T̂ = γ−1

m (T ) be the corresponding element in the parameter domain. We
define the sets of neighbors

N•,m(T ) :=
{
γm(T̂ ′) : T̂ ′ ∈ N•,m(T̂ )

}
, (5.4.18)

where N•,m(T̂ ) =
{
T̂ ′ ∈ T̂•,m : ∃β̂ ∈ B̂•,m T̂ , T̂ ′ ⊆ supp(β̂)

}
is the set from (3.4.24), and

N•(T ) := N•,m(T ) ∪
⋃

m′ ̸=m

{
T ′ ∈ T•,m : T ∩ T ′ ̸= ∅

}
. (5.4.19)

Further, we define the sets of bad neighbors

Nbad
•,m(T ) :=

{
γm(T̂ ′) : T̂ ′ ∈ Nbad

•,m(T̂ )
}
, (5.4.20)

where Nbad
•,m(T̂ ) =

{
T̂ ′ ∈ N•,m(T̂ ) : level(T̂ ′) = level(T̂ )− 1

}
is the set from (4.4.9), and

Nbad
• (T ) := Nbad

•,m(T ) ∪
⋃

m′ ̸=m

{
T ′ ∈ T•,m : dim(T ∩ T ′) > 0

}
(5.4.21)

Algorithm 5.4.2. Input: Hierarchical mesh T• , marked elements M• =: M(0)
• ⊆ T•.

(i) Iterate the following steps (a)–(b) for i = 0, 1, 2, . . . until U (i)
• = ∅:
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(a) Define U (i)
• :=

⋃
T∈M(i)

•

{
T ′ ∈ T• \M(i)

• : T ′ ∈ Nbad
• (T )

}
.

(b) Define M(i+1)
• := M(i)

• ∪ U (i)
• .

(ii) Dyadically bisect all T ∈ M(i)
• in the parameter domain by adding the corresponding

T̂ ∈ T̂•,m to the set Ω̂level(T̂ )+1
•,m and obtain a finer hierarchical mesh T◦, where for all

m ∈ {1, . . . ,M} and k ∈ N

Ω̂k
◦,m = Ω̂k

•,m ∪
⋃{

T̂ ∈ T̂•,m : γm(T̂ ) ∈ M(i)
• ∧ level(T̂ ) = k − 1

}
. (5.4.22)

Output: Refined mesh T◦ = refine(T•,M•).

Clearly, refine(T•,M•) is finer than T•. For any hierarchical mesh T• on Γ, we de-
fine refine(T•) as the set of all hierarchical meshes T◦ on Γ such that there exist hi-
erarchical meshes T(0), . . . ,T(J) and marked elements M(0), . . . ,M(J−1) with T◦ = T(J) =
refine(T(J−1),M(J−1)), . . . ,T(1) = refine(T(0),M(0)), and T(0) = T•. Note that refine(T•, ∅) =
T•, wherefore T• ∈ refine(T•). The following proposition characterizes the set refine(T•).
In particular, it shows that refine(T0) = T.

Proposition 5.4.3. If T• ∈ T, then refine(T•) coincides with the set of all admissible
hierarchical meshes T◦ that are finer than T•.

Proof. The proof is achieved similarly as that of Proposition 4.4.2. Therefore, we mainly
focus on the differences.
Step 1: We show that T◦ := refine(T•,M•) ∈ T for arbitrary marked elements M• ⊆ T•.
As in Step 1 of the proof of Proposition 4.4.2, one derives that T◦,m ∈ Tm for all m ∈
{1, . . . ,M}. Thus, it remains to verify the compatibility conditions across the boundary of
the surfaces Γm. Let T, T ′ ∈ T◦ with non-empty intersection and T ⊆ Γm, T ′ ⊆ Γm′ , where
m,m′ ∈ {1, . . . ,M} with m ̸= m′. We consider four different cases.

(i) Let T, T ′ ∈ T•∩T◦. Since T• is admissible, one immediately sees that the intersection
of T and T ′ is a common (transformed) lower-dimensional hyperrectangle.

(ii) Let T, T ′ ∈ T◦ \ T•. Then, there are T•, T ′
• ∈ T• with T ! T• ⊆ Γm and T ′ ! T ′

• ⊆
Γm′ . Admissibility of T• shows that T• and T ′

• share a common (transformed) lower-
dimensional hyperrectangle. Due to (5.4.4), and since T resp. T ′ results from one
single bisection of T• resp. T ′

•, this property holds as well for T and T ′.

(iii) Let T ∈ T◦ \ T• and T ′ ∈ T• ∩ T◦. Then, there is T• ∈ T• with T ! T• ⊆ Γm.
By admissibility of T•, T• and T ′ share a common (transformed) lower-dimensional
hyperrectangle. It is not possible that they share more than one single point, since
otherwise the refinement of T• would also lead to the refinement of T ′ ∈ T•.

(iv) Let T ∈ T• ∩ T◦ and T ′ ∈ T◦ \ T•. Clearly, this case can be treated as case (iii).

Step 2: It is clear that an arbitrary T◦ ∈ refine(T•) is finer than T•. By induction, Step 1
concludes the inclusion refine(T•) ⊆ T.
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Step 3: To show the converse inclusion, let T◦ be an admissible mesh which is finer than
T•. We prove that T◦ is finer than T⋆ := refine(T•, {T}), where T ∈ T• \ T◦ is arbitrary.
We suppose that the assertion is false and lead this to contradiction. As in Step 3 from the
proof of Proposition 4.4.2, one derives the existence of some T ′ ∈ (T• \ T⋆) ∩ T◦ such that
T ′ ∈ Nbad

• (T ′′) for some T ′′ ∈ T• \ (T⋆ ∪ T◦).
The definition of Nbad

• (T ′′) implies that either T ′ ∈ Nbad
•,m(T ′′) with T ′, T ′′ ⊆ Γm′ , or T ′

and T ′′ are contained in different boundary parts Γm′ and Γm′′ and they share a common
lower-dimensional hyperrectangle. The first case can be treated exactly as in Step 3 of the
corresponding proof for FEM. For the second case, let T ′′

◦ ∈ T◦ with T ′′
◦ ! T ′′ such that

the intersection of T ′ and T ′′
◦ is non-empty as well. We see that T ′ ∩ T ′′

◦ is not a common
(transformed) lower-dimensional hyperrectangle. Since T ′, T ′′

◦ ∈ T◦, this finally contradicts
the admissibility of T◦.
Step 4: With Step 2–3, one concludes the remaining inclusion as in Step 4 from the proof
of Proposition 4.4.2.

Remark 5.4.4. In Section 5.5.11, we will give a basis of (transformed) hierarchical B-
splines and truncated hierarchical B-splines for X• on T• ∈ T. Actually, the proposed
refinement strategy of Algorithm 5.4.2 was designed for hierarchical B-splines; see also
Proposition 3.4.3. However, (3.4.22) implies that Proposition 3.4.3 holds accordingly for
truncated hierarchical B-splines. Moreover, if one applies the refinement strategy of Al-
gorithm 5.4.2, (3.4.28) shows that the computation of the truncated hierarchical B-splines
simplifies significantly.

5.4.4 Optimal convergence for hierarchical splines

Altogether, we have specified the abstract framework of Section 5.2 to hierarchical meshes
and splines. The following theorem is the second main result of this chapter. It shows that
all assumptions of Theorem 5.2.5 are satisfied for the present hierarchical approach. The
proof is given in Section 5.5.

Theorem 5.4.5. Hierarchical splines on admissible meshes satisfy the abstract assumptions
(M1)–(M5), (R1)–(R5), and (S1)–(S6) from Section 5.2, where the constants depend only
on the dimensions d,D, the (fixed) number M of boundary parts Γm, the parametrizations
γm and γz, the initial meshes T̂0,m, and the polynomial orders (p1,m, . . . , pd−1,m) for m ∈
{1, . . . ,M} and z ∈ Nγ. By Theorem 5.2.5, this implies reliability (5.2.22) of the error
estimator, and linear convergence (5.2.23) at optimal rate (5.2.24) for the adaptive strategy
from Algorithm 5.2.4.

Remark 5.4.6. (a) Theorem 5.4.5 is still valid if one replaces the ansatz space X• by
rational hierarchical splines, i.e., by the set

XW0
• :=

{
W−1

0 Ψ• : Ψ• ∈ X•

}
, (5.4.23)

where Ŵ0,m := W0 ◦γm is a fixed positive weight function in the initial space of hierarchical

splines Ŝ(p1,m,...,pd−1,m)(K̂0,m, T̂0,m) for all m ∈ {1, . . . ,M}. With the B-spline basis B̂0,m
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on T̂0,m, we additionally suppose that Ŵ0,m can be written as

Ŵ0,m =
∑

β̂∈B̂0,m

w0,m,β̂ β̂ with non-negative coefficients w0,m,β̂ ≥ 0. (5.4.24)

We will prove this generalization in Section 5.5.15. In this case, the constants depend
additionally on W0.

(b) Moreover, Theorem 5.4.5 still holds true if newly inserted knots have a multiplic-
ity higher than one, i.e., if one uses, as in Remark 3.4.1, the uniformly refined knots
K̂uni(k,(q1,m,...,qd−1,m)),m with 1 ≤ qi,m ≤ pi,m instead of K̂uni(k),m to define (rational) hierar-
chical splines. The corresponding proof works verbatim.

(c) Finally, if one defines for an element T̂ of a hierarchical mesh T̂•,m its neighbours

N•,m(T̂ ) as in Remark 3.4.6, and adapts the definition of admissibility and refine(·, ·)
accordingly, one can also allow for lowest-order polynomial degrees pi,m ∈ N0 as well as full
knot multiplicities qi,m = pi,m + 1.

5.5 Proof of Theorem 5.4.5

This section is devoted to the proof of Theorem 5.4.5, i.e., to the verification of the mesh
properties (M1)–(M5), the refinement properties (R1)–(R5), and the boundary element
space properties (S1)–(S6).

5.5.1 Verification of (M1)

Let T• ∈ T and T ∈ T•. We split the patch as follows

Π•(T ) =
M⋃

m=1

(Π•(T ) ∩ T•,m) ⊆
M⋃

m=1

{
Π•(E) ∩ T•,m : E lower-dim. hyperrect. of T

}
.

If Π•(E) ∩ T•,m ̸= ∅, there exists T ′ ∈ T•,m with ∅ ̸= E ∩ T ′ ⊆ T ∩ T ′. By admissibility,
this implies that E is even a common (transformed) lower-dimensional hyperrectangle of
T and T ′. In particular, this leads to Π•(E) ∩ T•,m ⊆ Π•(T ′) ∩ T•,m = Π•,m(T ′), where

Π•,m(T ′) :=
{
γm(T̂ ) : T̂ ∈ Π•,m(T̂ ′)

}
. Since T•,m ∈ Tm, one sees as in Section 4.5.1 that

#Π•,m(T ′) ! 1. Altogether, we derive that #Π•(T ) ≤ Cpatch with a constant Cpatch which
depends only on d and M .

5.5.2 Verification of (M2)

Let T• ∈ T and T, T ′ ∈ T• with T ∩ T ′ ̸= ∅. If both T and T ′ are in the same boundary
part, i.e., T, T ′ ⊆ Γm for some m ∈ {1, . . . ,M}, one sees as in Section 4.5.1 that diam(T̂ ) ≃
diam(T̂ ′) for T̂ = γ−1

m (T ) and T̂ ′ = γ−1
m (T ′). Bi-Lipschitz continuity of γm yields that

diam(T ) ≃ diam(T ′). Otherwise, let m,m′ ∈ {1, . . . ,M} with m ̸= m′, T ⊆ Γm and T ′ ⊆
Γm′ . By admissibility of T• and Remark 5.4.1, we see that level(T ) = level(T ′). This implies
that diam(T̂ ) ≃ diam(T̂ ′) for T̂ = γ−1

m′ (T ) and T̂ ′ = γ−1
m (T ′), and thus diam(T ) ≃ diam(T ′)

due to bi-Lipschitz continuity of γm and γm′ . This concludes local quasi-uniformity (M2),
where the constant Clocuni depends only the dimension d, the constant Cγ , and the initial

meshes T̂0,m for m ∈ {1, . . . ,M}.
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5.5.3 Verification of (M3)

Let T• ∈ T, T ∈ T•, and m ∈ {1, . . . ,M} with T ⊆ Γm. We abbreviate T̂ := γ−1
m (T ).

As the refinement procedure refine only uses uniform bisection of an element in the
parameter domain, we see that diam(T̂ )d−1 ≃ |T̂ |, where the hidden constants depend
only on the dimension d and the initial mesh T̂0,m. Since γm is bi-Lipschitz, we see that

diam(T̂ ) ≃ diam(T ). Moreover, (5.4.2) shows that |T̂ | ≃ |T |. Altogether, we conclude that
diam(T )d−1 ≃ |T |, where the hidden constants depend only on d, Cγ , and T̂0,m.

5.5.4 Verification of (M4)

Let T• ∈ T, T ∈ T•, and m ∈ {1, . . . ,M} with T ⊆ Γm. We show that there exists
r ≃ diam(T ) with Br(T ) ∩ Γ ⊂ π•(T ), which concludes (M4).
Step 1: According to Lemma 3.4.5 and Remark 5.4.1, admissibility T• ∈ T shows that
|level(T )− level(T ′)| ≤ 1 for all T ′ ∈ Π•(T ). Since we only use dyadic bisection, there exists
an upper bound for the number of possible configurations of T and π•(T ) depending only
on the initial meshes T̂0,m′ and (an upper bound for) level(T ). In particular, this implies
that diam(T ) ! dist(T,Γ \ π•(T )), but the hidden constant still depends on (an upper
bound for) level(T ). We see that it only remains to consider small elements T with high
level.
Step 2: In this step, we show that there exists z ∈ Nγ and a generic constant C > 0
such that π•(T ) ⊆ πγ(z) and BC(T ) ∩ Γ ⊆ πγ(z) if level(T ) is sufficiently high. Without
loss of generality, we assume that T ∩ γm([0, 1/2]d−1) ̸= ∅ and set z := γm(0). Note that
γm([0, 1/2]d−1) ∩ Nγ = {z}. Since we assumed that the surfaces have no hanging nodes,
z ̸∈ Γm′ implies that Γm′ ∩ γm([0, 1/2]d−1) = ∅ for all m′ ∈ {1, . . . ,M}. We abbreviate

Cm := min
m′∈{1,...,M}

z ̸∈Γm′

dist
(
Γm′ , γm([0, 1/2]d−1)

)
= dist(Γ \ πγ(z), γm([0, 1/2]d−1) > 0.

Let level(T ) be sufficiently high such that diam(π•(T )) < Cm, which is possible due to
(M1)–(M2). Note that this choice depends only on the dimension d, the constant Cγ ,
and the initial meshes. With the assumption that T ∩ γm([0, 1/2]d−1) ̸= ∅, we derive that
π•(T ) ⊆ πγ(z). The same argument proves that BCm/2(T )∩Γ ⊆ πγ(z) if diam(T ) < Cm/2.
Step 3: Due to Step 2, we may consider the set γ−1

z (π•(T )) ⊆ πγ(z) provided that level(T )
is sufficiently high. Recall that |level(T ) − level(T ′)| ≤ 1 for all T ′ ∈ Π•(T ); see Step 1.
With the assumptions for the mapping γz of Section 5.4.1, and since we only use dyadic
bisection, we see that the number of possible shapes of γ−1

z (T ) and γ−1
z (π•(T )) is uniformly

bounded. In particular, there exists r ≃ diam(γ−1
z (T )) with Br(γ−1

z (T )) ⊆ γ−1
z (π•(T )). Bi-

Lipschitz continuity of γz and Step 2 yield the existence of r ≃ diam(T ) with r < Cm/2
such that

Br(T ) ∩ Γ = Br(T ) ∩ πγ(z) ⊂ π•(T ).

Together with Step 1, this concludes (M4), where the constant Ccent depends only on
the dimension d, the parametrizations γm and γz, and the initial meshes T̂0,m for m ∈
{1, . . . ,M} and z ∈ Nγ .
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5.5.5 Verification of (M5)

We show that there are only finitely many reference point patches. Then, Proposition 5.2.2
will conclude (M5). Let T• ∈ T and z ∈ Γ. According to Lemma 3.4.5 and Remark 5.4.1,
admissibility T• ∈ T shows that |level(T ) − level(T ′)| ≤ 1 for all T ′ ∈ Π•(z). Since there
are no hanging nodes in Nγ , there exists z′ ∈ Nγ such that π•(z) ⊆ πγ(z′). With the
assumptions for the mapping γz′ of Section 5.4.1, and since we only use dyadic bisection,
we see that the number of possible shapes of π•(z) := γ−1

z′ (π•(z)) ⊆ πγ(z′) is uniformly
bounded. More precisely, there exists a finite set

{
ω̂j : j ∈ {1, . . . , J}

}
of connected

subsets ω̂j ⊂ Rd−1 such that for arbitrary z ∈ Γ and corresponding z′ ∈ Nγ there exist
j ∈ {1, . . . , J} and an affine bijection γπ•(z) : ω̂j → π•(z) with

|γπ•(z)(s)− γπ•(z)(t)|
diam(π•(z))

≃ |s− t| for all s, t ∈ ω̂j. (5.5.1)

Since γz′ is bi-Lipschitz, there holds that diam(π•(z)) ≃ diam(π•(z)), and we see for the
mapping γπ•(z) := γz′ ◦ γπ•(z) that

|γπ•(z)(s)− γπ•(z)(t)|
diam(π•(z))

≃ |s− t| for all s, t ∈ ω̂j. (5.5.2)

Thus, the application of Proposition 5.2.2 (on the interior of ω̂j) concludes (M5).
The constant Csemi depends only on the dimension d, the parametrizations γm and γz′ ,

and the initial meshes T̂0,m for m ∈ {1, . . . ,M} and z′ ∈ Nγ .

5.5.6 Verification of (R1)–(R3)

The son estimate (R1) is trivially satisfied with Cson = 2d−1 since each refined element is
split into exactly 2d−1 sons. The union of sons property (R2) holds by definition. Finally,
the proof of (R3) works just as in Section 4.5.3, where one now has to use (5.4.2) instead
of (4.4.2). The constant ρson depends only on d and Cγ .

5.5.7 Verification of (R4)

We imitate the proof of Section 4.5.4. For a mesh T• ∈ T and an arbitrary set M•, we
define refine(T•,M•) := refine(T•,M• ∩ T•) and note that refine(T•, ∅) = T•. With
this notation, Lemma 4.5.1 is also valid in the current situation. Recalling the definitions
(5.4.19) resp. (5.4.21) of N•(·) resp. Nbad

• (·), the proof can be essentially copied.

Lemma 5.5.1. Let T• ∈ T. Then, there holds that

refine(T•,M•) = refine(refine(. . . (refine(T•, {T1}) . . . , {Tn−1}), {Tn}) (5.5.3)

for arbitrary M• = {T1, . . . , Tn} ⊆ T• with n ∈ N. #

Let T• ∈ T. For T ∈ T• with T ⊆ Γm for some m ∈ {1, . . . ,M}, we define mid(T ) as
γm(mid(T̂ )), where mid(T̂ ) denotes the midpoint of the corresponding element T̂ in the
parameter domain Γ̂m. Now, let T, T ′ ∈ T• with T ′ ∈ N•(T ), and let m,m′ ∈ {1, . . . ,M}
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with T ⊆ Γm and T ′ ⊆ Γm′ . Therefore, either T ′ ∈ N•,m(T ), or T and T ′ are in different
boundary parts, i.e., m ̸= m′, and the intersection T ∩ T ′ is non-empty. In both cases
admissibility of T• provides |level(T )− level(T ′)| ≤ 1; see Lemma 3.4.5 and Remark 5.4.1.
For the first case, (4.5.4) and bi-Lipschitz continuity of γm show that

|mid(T )−mid(T ′)| ! 2−level(T ). (5.5.4)

Clearly, the same holds true in the second case. This particularly implies that Lemma 4.5.2
holds accordingly. Indeed, the proof can be copied verbatim (up to the symbol ·̂ ).

Lemma 5.5.2. There exists a constant C > 0 such that for all T• ∈ T, T ′ ∈ T•, and
T◦ = refine(T•, {T ′}), it holds that

|mid(T )−mid(T ′)| ≤ C 2−level(T ) for all T ∈ T◦ \ T•, (5.5.5)

where C > 0 depends only on the dimension d, the constant Cγ, the initial meshes T̂0,m,
the polynomial degrees and (p1,m, . . . , pd−1,m) for m ∈ {1, . . . ,M}. #

Also the property (4.5.7) is still valid: For T ∈ T• and T◦ := refine(T•, {T}) there holds
that

level(T ′) ≤ level(T ) + 1 for all refined T ′ ∈ T◦ \ T•. (5.5.6)

This follows from the fact that all elements T ′′ ∈ T• \ T◦ that are refined satisfy that
level(T ′′) ≤ level(T ), wherefore their children T ′ satisfy (5.5.6). With this last observation,
we can argue as in the proof of [BGMP16, Theorem 12] to show the closure estimate (R4).
The constant Cclos depends only on d, Cγ , T̂0,m, and (p1,m, . . . , pd−1,m) for m ∈ {1, . . . ,M}.

5.5.8 Verification of (R5)

Let T•,T⋆ ∈ T. For each m ∈ {1, . . . ,M}, let T̂◦,m be the common refinement of T̂•,m and

T̂⋆,m of Section 4.5.5. We already saw there that T•,m ∈ Tm, and that

#T◦,m ≤ #T•,m +#T⋆,m −#T0,m. (5.5.7)

Summing all components gives the overlay estimate

#T◦ ≤ #T• +#T⋆ −#T0. (5.5.8)

We still have to show that T◦ is a refinement of T• and T⋆. Clearly, T◦ is finer than these
meshes. By Proposition 5.4.3, we just have to verify admissibility of T◦. Let T, T ′ ∈ T◦
with non-empty intersection, and suppose that T ⊆ Γm and T ′ ⊆ Γm′ for some m,m′ ∈
{1, . . . ,M} with m ̸= m′. We have to show that T ∩ T ′ is a common (transformed)
lower-dimensional hyperrectangle. Without loss of generality, we assume that T ∈ T• and
T ′ ∈ T⋆. Further, we may assume that dim(T ∩ T ′) > 0. Then, by definition of T◦,
there exist T⋆ ∈ T⋆ and T ′

• ∈ T• with T ⊆ T⋆ ⊆ Γm and T ′ ⊆ T ′
• ⊆ Γm′ . Obviously, T

and T ′
• have non-empty intersection as well. Hence, admissibility of T• shows that T ∩ T ′

•

is a common (transformed) hyperrectangle. We suppose that T ′ is obtained from T ′
• via
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iterative bisections, i.e., T ′ ! T ′
•, and lead this to a contradiction. The intersection T ∩T ′ is

only a proper subset of a (transformed) hyperrectangle of T . Since T⋆ ⊇ T , the same holds
for T⋆ instead of T , i.e., T⋆ ∩ T ′ is only a proper subset of a (transformed) hyperrectangle
of T⋆. Thus, admissibility of T⋆ leads to a contradiction, and we see that T ′ = T ′

• sharing
a common (transformed) hyperrecangle with T .

5.5.9 Verification of (S1)

For piecewise constants and piecewise affine functions on a triangulation of the boundary
of a polyhedral domain Ω, the inverse estimate (S1) is already found in [DFG+04, Theo-
rem 4.7]. [GHS05, Theorem 3.6] and [Geo08, Theorem 3.9] generalized the result to arbi-
trary piecewise polynomials on curvilinear triangulations. In the recent own work [FGHP17,
Proposition 4.1] and based on the ideas of [DFG+04], we proved (S1) for non-rational splines
on a one-dimensional piecewise smooth boundary Γ. In the proof, we derived the following
abstract criterion for the ansatz functions which is sufficient for the inverse inequality (S1).
Although, there, we only considered d = 2, the proof works for arbitrary dimension d ≥ 2.

Proposition 5.5.3. Let T• ∈ T be a general mesh as in Section 5.2.1 which satisfies (M1)–
(M5). We assume that the Lipschitz constants of the mappings γT : T̂ → T are uniformly
bounded, i.e., there exists a constant Clip > 0 such that

C−1
lip ≤ |γT (s)− γT (t)|

|s− t| ≤ Clip for all s, t ∈ T̂ with T ∈ T•. (5.5.9)

Moreover, let ψ ∈ L2(Γ) satisfy the following assumption: There exists a constant ρinf ∈
(0, 1), such that for all T ∈ T• there exists a hyperrectangular subset RT of the interior
T ◦ (i.e., RT has the form RT = γT (R̂T ) with R̂T =

∏d−1
i=1 [aT,i, bT,i] ⊂ T̂ ◦ for some real

numbers aT,i < bT,i) such that |RT | ≥ ρinf |T |, ψ does not change its sign on RT , and

inf
x∈RT

|ψ(x)| ≥ ρinf∥ψ∥L∞(T ), (5.5.10)

where inf denotes here the essential infimum. We further assume that the shape-regularity
constants of the sets R̂T are uniformly bounded, i.e., there exists a constant Crec > 0 such
that

max
{ bT,i − aT,i
bT,i′ − aT,i′

: T ∈ T• ∧ i, i′ ∈ {1, . . . , d− 1}
}
≤ Crec for all T ∈ T•. (5.5.11)

Then, there exists a constant Cinv > 0 such that

∥h1/2• ψ∥L2(Γ) ≤ Cinv∥ψ∥H−1/2(Γ). (5.5.12)

The constant Cinv depends only on d, Clip, ρinf , Crec, and (M1)–(M5).

Proof. We split the proof into three steps.
Step 1: We construct a suitable test function v ∈ H1/2(Γ). For T ∈ T•, we define a bubble
function BT on Γ via

B̂T (t) :=
d−1∏

i=1

(
ti − aT,i
bT,i − aT,i

· bT,i − ti
bT,i − aT,i

)
, BT (x) :=

{
B̂T ◦ γ−1

T (x) if x ∈ RT ,

0 else.
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It satisfies that 0 ≤ BT ≤ 1 and supp(BT ) = RT . A standard scaling argument together
with Lemma 5.2.1 proves that

|RT | ≤ ∥BT ∥2L2(RT ) ! ∥BT ∥L1(RT ) ! |RT |, (5.5.13)

where the hidden constants depend only on d,Crec, and Clip. Moreover, BT is Lipschitz
continuous, which implies that BT ∈ H1(Γ); see, e.g., [ME14, Theorem 2.28]. Again, a
standard scaling argument together with the chain rule (5.1.3) and Lemma 5.2.1 proves
that

|RT |2/(d−1)∥∇ΓBT ∥2L2(RT ) ! ∥BT ∥2L2(RT ), (5.5.14)

where the hidden constant depends only on d,Crec, and Clip. We define the coefficients

cT := sgn(ψ|RT )hT inf
x∈RT

|ψ(x)|. (5.5.15)

By definition of the dual norm, it holds that

∥ψ∥H−1/2(Γ) ≥
|⟨v , ψ⟩|

∥v∥H1/2(Γ)
with, e.g., v :=

∑

T∈T•

cTBT ∈ H1(Γ) ⊂ H1/2(Γ). (5.5.16)

Step 2: We estimate the numerator in (5.5.16). The definition (5.5.15) shows that

|⟨v , ψ⟩| =

∣∣∣∣∣
∑

T∈T•

∫

T
ψ(x)cTBT (x) dx

∣∣∣∣∣ ≥
∑

T∈T•

hT inf
x∈RT

|ψ(x)|2 ∥BT ∥L1(RT ).

The application of (5.5.10) and (5.5.13), together with the fact that |T | ≃ |RT | proves that

|⟨v , ψ⟩| "
∑

T∈T•

hT ∥ψ∥2L∞(T )∥BT ∥L1(RT ) "
∑

T∈T•

hT ∥ψ∥2L2(T ) = ∥h1/2• ψ∥2L2(Γ). (5.5.17)

Step 3: It remains to estimate the denominator ∥v∥H1/2(Γ) in (5.5.16) from above by

∥h1/2• ψ∥L2(Γ). Similarly as in the proof of Corollary 5.3.9, one easily derives from Lemma 5.3.2
with (M1)–(M3) and (M5) that

∥v∥2H1/2(Γ) ! ∥h−1/2
• v∥2L2(Γ) + ∥h1/2• ∇Γv∥2L2(Γ).

Note that ∥h1/2• ∇Γv∥2L2(T ) = hT c2T ∥∇ΓBT ∥2L2(RT ) as well as ∥h
−1/2
• v∥2L2(T ) = h−1

T c2T ∥BT ∥2L2(RT )

for all T ∈ T•. Thus, we see with (5.5.14) and hT = |T |1/(d−1) ≃ |RT |1/(d−1) that

∥v∥2H1/2(Γ) ! ∥h−1/2
• v∥2L2(Γ) +

∑

T∈T•

hT c
2
T ∥∇ΓBT ∥2L2(RT )

(5.5.14)

! ∥h−1/2
• v∥2L2(Γ) +

∑

T∈T•

hT c
2
T |RT |−2/(d−1)∥BT ∥2L2(RT )

≃ ∥h−1/2
• v∥2L2(Γ).
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5.5 Proof of Theorem 5.4.5

With (5.5.13) and (5.5.15), we proceed

∥h−1/2
• v∥2L2(Γ) =

∑

T∈T•

h−1
T c2T ∥BT ∥2L2(RT )

(5.5.13)
≃

∑

T∈T•

h−1
T c2T |RT |

(5.5.15)
=

∑

T∈T•

hT inf
x∈RT

|ψ(x)|2|RT |

≤
∑

T∈T•

hT ∥ψ∥2L2(RT ) ≤ ∥h1/2• ψ∥2L2(Γ).

This concludes the proof.

To apply Proposition 5.5.3 to hierarchical splines, we need the next elementary lemma
which was already proved in the recent own work [FGHP17, Proposition 4.1].

Lemma 5.5.4. Let p ∈ N0 be a fixed polynomial degree, and let I be a compact interval
with |I| > 0. Then, there exists a constant ρ ∈ (0, 1) such that for all polynomials P of
degree p on I, there exists some interval [a, b] ⊂ I◦ of length (b−a) ≥ ρ|I| such that P does
not change its sign on [a, b] and

min
t∈[a,b]

|P (t)| ≥ ρ ∥P∥L∞(I). (5.5.18)

The constant ρ depends only on p.

Proof. We only prove the assertion for I = [0, 1]. The general case follows immediately by
a scaling argument. Instead of considering general polynomials Pp(0, 1) of degree p, it is
sufficient to consider the following subset

M :=
{
P ∈ Pp(0, 1) : ∥P∥L∞(0,1) = 1

}
.

Note that M is a compact subset of L∞(0, 1) and that differentiation (·)′ : Pp(0, 1) →
Pp−1(0, 1) with P−1(0, 1) := {0} is continuous due to finite dimension. In particular, this
implies boundedness supP∈M ∥P ′∥L∞(0,1) ≤ C < ∞. We may assume that C > 2. For

given P ∈ M, we define an interval [ã, b̃] ⊆ I having all the desired properties but [ã, b̃] ⊂
I◦: Without loss of generality, we assume that the maximum of |P | is attained at some
ã ∈ [0, 1/2] and that P (ã) = 1. We set t0 := ã+1/C ∈ (ã, 1] and b̃ := ã+1/(2C) ∈ (ã, 3/4].
Then, (̃b− ã) = 1/(2C) and for all t ∈ [ã, b̃] it holds that

1/2 ≤ C(t0 − t) = P (ã) + C(ã− t) ≤ P (ã) + ∥P ′∥L∞(0,1)(ã− t) ≤ P (t) = |P (t)|.

Altogether, we have that

ρ̃ := 1/(2C) ≤ 1/2 ≤ min
t∈[ã,̃b]

|P (t)| and b̃− ã = ρ̃.

Now, we shrink the interval [ã, b̃] around its midpoint, i.e., we choose a := (ã+b̃)/2−(̃b−ã)/4
and b := (ã + b̃)/2 + (̃b − ã)/4. Clearly, [a, b] ⊂ I◦ has the desired properties with ρ :=
ρ̃/2.
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5 Boundary Element Method

Finally, we come to the proof of the inverse inequality (S1). Let T• ∈ T be an admissible
hierarchical mesh on Γ. We recall that X• is a product space of transformed hierarchical
splines. Thus, we can assume without loss of generality that we are in the scalar case, i.e.,
D = 1. We show that all Ψ• ∈ X• ⊂ L2(Γ) satisfy the assumptions of Proposition 5.5.3 and

hence conclude that ∥h1/2• Ψ•∥L2(Γ) ! ∥Ψ•∥H−1/2(Γ). We have already seen that (M1)–(M5)
are satisfied. Moreover, (5.5.9) is trivially satisfied since each γT is just the restriction of
some γm to T̂ = γ−1

m (T ), where m ∈ {1, . . . ,M}. For T ∈ T•, we abbreviate Ψ̂• := Ψ• ◦ γT .
Due to the regularity (5.4.2) of the parametrizations γm, it is sufficient to find a uniform
constant ρ̂inf ∈ (0, 1) and a shape-regular hyperrectangle R̂T ⊂ T̂ ◦ such that |R̂T | ≥ ρ̂inf |T̂ |,
Ψ̂• does not change sign on R̂T , and

inf
t∈R̂T

|Ψ̂•(t)| ≥ ρ̂inf∥Ψ̂•∥L∞(T̂ ). (5.5.19)

Indeed, one sees as in Section 4.5.3 that |R̂T | ≥ ρ̂inf |T̂ | implies that |RT | ≥ ρinf |T | for some
uniform constant ρinf ∈ (0, 1). Recall that Ψ̂• coincides with a tensor-product polynomial
P . Hence, there exist polynomials Pi of degree pmax such that P (t) =

∏d−1
i=1 Pi(ti). With the

notation T̂ =
∏d−1

i=1 T̂i and R̂T =
∏d−1

i=1 (R̂T )i, we see that the latter inequality is satisfied
if for all i ∈ {1, . . . , d− 1} it holds that

inf
ti∈(R̂T )i

|Pi(ti)| ≥ ρ̂ 1/(d−1)
inf ∥Pi∥L∞(T̂i)

. (5.5.20)

We define (R̂T )i as the interval of Lemma 5.5.4 corresponding to the polynomial Pi on the
interval I = T̂i. With the constant ρ of Lemma 5.5.4, we set ρ̂inf := ρd−1. Then, (5.5.20),
and therefore (5.5.19) is satisfied. Moreover, one sees that |R̂T | ≥ ρ̂inf |T̂ |, and that Ψ̂•

does not change its sign on R̂T ⊂ T̂ ◦. It remains to prove shape-regularity (5.5.11).
Since, the refinement procedure refine only uses uniform bisection of elements, the ele-
ment T̂ is shape-regular in the sense that |T̂i| ≃ |T̂i′ | for all i, i′ ∈ {1, . . . , d − 1}. This,
together with |(R̂T )i| ≥ ρ|T̂i|, proves (5.5.11). Altogether, we conclude (S1), where the
constant Cinv depends only on the dimensions d,D, the (fixed) number M of boundary
parts Γm, the parametrizations γm and γz, the initial meshes T̂0,m, and the polynomial
orders (p1,m, . . . , pd−1,m) for m ∈ {1, . . . ,M} and z ∈ Nγ .

5.5.10 Verification of (S2)

Let T• ∈ T and T◦ ∈ refine(T•). The nestedness X• ⊆ X◦ was already stated in (5.4.17).

5.5.11 Basis of hierarchical splines on the boundary

In this section, we give a basis for X•. For m ∈ {1, . . . ,M}, recall the definition of hierar-
chical B-splines B̂•,m from Section 3.4.2. Then,

X•,m = span(BD
•,m) with B•,m :=

{
β̂ ◦ γ−1

m : β̂ ∈ B̂•,m
}
, (5.5.21)

where BD
•,m forms even a basis. For β ∈ BD

•,m, let Trunc•(β) := Trunc•,m(β) := Trunc•,m(β̂◦
γm)◦γ−1

m denote the componentwise truncation of Section 3.4.3 transformed onto Γm. Then,
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5.5 Proof of Theorem 5.4.5

another basis is given by

X•,m = span
{
Trunc•,m(β) : β ∈ BD

•,m

}
. (5.5.22)

If we identify functions in L2(Γm)D with their extension (by zero) in L2(Γ)D, there holds
that

X• = span(BD
• ) with B• :=

M⋃

m=1

B•,m, (5.5.23)

where BD
• forms even a basis. Another basis is given by

X• = span
{
Trunc•(β) : β ∈ BD

•

}
. (5.5.24)

5.5.12 Verification of (S3)

Let T• ∈ T, T◦ ∈ refine(T•), and T ∈ T• \ Πqloc
• (T• \ T◦), where we set qloc := qproj +

2(pmax + 1). Later, qproj will be fixed as qproj := 2(pmax + 1). Since X• is a product space
of transformed hierarchical splines, we can assume without loss of generality that D = 1.
The proof now works essentially as in Section 4.5.9. There holds that

{
Ψ•|πqproj

• (T )
: Ψ• ∈ X•

}
= span

{
β|

π
qproj
• (T )

: β ∈ B• ∧ |supp(β) ∩ πqproj• (T )| > 0
}

as well as
{
Ψ◦|πqproj

• (T )
: Ψ◦ ∈ X◦

}
= span

{
β|

π
qproj
• (T )

: β ∈ B◦ ∧ |supp(β) ∩ πqproj• (T )| > 0
}
.

We show that
{
β ∈ B• : |supp(β) ∩ πqproj• (T )| > 0

}
=
{
β ∈ B◦ : |supp(β) ∩ πqproj• (T )| > 0

}
. (5.5.25)

First, let β be an element of the left-hand side. Then, Remark 3.4.4 implies supp(β) ⊆
πqloc• (T ). As in (4.5.13), one easily verifies that Πqloc

• (T ) ⊆ T• ∩ T◦. In particular, we
see that supp(β̂) ⊆

⋃
(T̂•,m ∩ T̂◦,m) for the corresponding β̂ := β ◦ γm in the parameter

domain Γ̂m. This proves that no element within supp(β̂) is changed during refinement, i.e.,
Ω̂k
•,m ∩ supp(β̂) = Ω̂k

◦,m ∩ supp(β̂) for all k ∈ N0. Thus, (3.4.13) proves that β̂ ∈ B̂◦,m, and
hence β ∈ B◦. The proof works the same if we start with some β in the right-hand side of
(5.5.25). This proves (5.5.25) and therefore (S3).

5.5.13 Verification of (S4)

Let T• ∈ T. First, we recall that X• is a product space of transformed hierarchical splines.
With Remark 5.2.3, we can thus assume without loss of generality that D = 1. [Fae00,
Lemma 2.6] resp. [Fae02, Lemma 3.5] prove a similar version of (S4) for splines on a
one-dimensional boundary Γ resp. for certain piecewise polynomials of degree 0, 1, 5, and
6 on curvilinear triangulations of a two-dimensional boundary Γ. There, the proof follows
from direct calculations, where [Fae00, Lemma 2.6] actually only proves (S4) for splines of
degree 2. In contrast, we will make use of the following abstract result.
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5 Boundary Element Method

Proposition 5.5.5. Let D = 1. Let T• ∈ T be a general mesh as in Section 5.2.1 which
satisfies (M1)–(M3). Assume that there exists a finite subset B• ⊂ X•, which satisfies the
following three properties:

(i) Non-negativity: Each β ∈ B• is non-negative.

(ii) Locality: There is some q′supp ∈ N0 such that for all β ∈ B• there exists an element

Tβ ∈ T• with supp(β) ⊆ π
q′supp
• (Tβ).

(iii) Partition of unity: It holds that
∑

β∈B•
β = 1.

Then, (S4) is satisfied with qsupp = 2q′supp, and the constant ρunity depends only on (M1)–
(M3) and q′supp.

Proof. Let T ∈ T•. We set

Ψ•,T,1 := Ψ•,T :=
∑

β∈B•

T⊆supp(β)

β.

This implies that 0 ≤ Ψ•,T ≤ 1 and Ψ•,T |T = 1, wherefore we have that T ⊆ supp(Ψ•,T ).

Note that T ⊆ supp(β) implies that T ⊆ supp(β) ⊆ π
q′supp
• (Tβ). In particular, we obtain

that T ∈ Π
q′supp
• (Tβ), and hence π

q′supp
• (Tβ) ⊆ π

qsupp
• (T ) with qsupp := 2q′supp. We conclude

that supp(Ψ•,T ) ⊆ π
qsupp
• (T ). Finally, there holds that

∫

supp(Ψ•,T )
(1−Ψ•,T )

2 dx ≤
∫

supp(Ψ•,T )\T
(1− 0)2 dx = |supp(Ψ•,T )|− |T |

=
(
1− |T |

|supp(Ψ•,T )|

)
|supp(Ψ•,T )|

≤
(
1− |T |

|πqsupp• (T )|

)
|supp(Ψ•,T )| ≤ ρ2unity|supp(Ψ•,T )|,

where 0 < ρunity < 1 depends only on (M1)–(M3) and q′supp.

We choose B• =
{
Trunc•(β) : β ∈ B•

}
in Proposition 5.5.5. Then, (i) follows from

(3.4.22), (ii) with q′supp = 2(pmax + 1) from Remark 3.4.4, and (iii) from (3.4.23). This
concludes the proof of (S4), where qsupp = 4(pmax + 1), and ρunity depends only on the
dimension d, the number M of boundary parts Γm, the constant Cγ , the initial meshes

T̂0,m, and (p1,m, . . . , pd−1,m) for m ∈ {1, . . . ,M}.

5.5.14 Verification of (S5)–(S6)

Let T• and S ⊆ T•. Since X• is a product space of transformed hierarchical splines, we
may assume without loss of generality that D = 1. For m ∈ {1, . . . ,M}, we set Ŝm :={
γ−1
m (T ) : T ∈ S ∩ T•,m

}
. Let β̂∗ be the dual basis functions and T̂β̂ their corresponding
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5.5 Proof of Theorem 5.4.5

support (which depends on T̂•,m) of Section 3.4.5. We define the operator J•,S : L2(Γ) →{
Ψ• ∈ X• : Ψ•|⋃(T•\S) = 0

}
via

(J•,Sψ) ◦ γm := Ĵ•,m,Ŝm
(ψ ◦ γm) for all m ∈ {1, . . . ,M}, (5.5.26)

where

Ĵ•,m,Ŝm
: L2(Γ̂m) → X̂•,m, ψ̂ 6→

∑

β̂∈B̂•,m

supp(β̂)⊆
⋃

Ŝm

∫

T̂β̂

β̂∗ψ̂ dxTrunc•,m(β̂). (5.5.27)

Note that the sum is always finite since the maximal level is bounded. Recall that 0 ≤
Trunc•,m(β̂) ≤ β̂ (see (3.4.22)), wherefore J•,S clearly maps into the desired space

{
Ψ• ∈

X• : Ψ•|⋃(T•\S) = 0
}
.

We come to the verification of the properties (S5)–(S6). Let qproj := 2(pmax + 1) and
qloc = qproj + 2(pmax + 1) of Section 5.5.12. Moreover, let T ∈ T• with Πqloc

• (T ) ⊆ S and

m ∈ {1, . . . ,M} with T ⊆ Γm. Recall the notation T̂ = γ−1
m (T ). For all ψ ∈ L2(Γ), there

holds with the abbreviation ψ̂ := ψ ◦ γm that

(J•,Sψ) ◦ γm|T̂ = (Ĵ•,m,Ŝm
ψ̂)|T̂ =

∑

β̂∈B̂•,m

supp(β̂)⊆
⋃

Ŝm

∫

T̂β̂

β̂∗ψ̂ dxTrunc•,m(β̂)|T̂ .

Note that Trunc•,m(β̂)|T̂ vanishes if |supp(β̂)∩T̂ | = 0. Due to Remark 3.4.4, |supp(β̂)∩T̂ | >
0 implies that supp(β̂) ⊆ Π2(pmax+1)

•,m (T̂ ) ⊆ Πqloc
•,m(T̂ ). We abbreviate Πqloc

•,m(T ) :=
{
γ(T̂ ′) :

T̂ ′ ∈ Πqloc
•,m(T̂ )

}
and note that Πqloc

•,m(T ) ⊆ Πqloc
• (T ) ∩ T•,m ⊆ S ∩ T•,m, which yields that

Πqloc
•,m(T̂ ) ⊆ Ŝm. Hence, we see that

(J•,Sψ) ◦ γm|T̂ =
∑

β̂∈B̂•,m

∫

T̂β̂

β̂∗ψ̂ dxTrunc•,m(β̂)|T̂ .

The right-hand side just coincides with the quasi-interpolation (Î•,mψ̂)|T̂ corresponding to

the mesh T̂•,m of Section 3.4.5. If ψ satisfies that ψ|
π
qproj
• (T )

∈
{
Ψ•|πqproj

• (T )
: Ψ• ∈ X•

}
,

and hence ψ̂|
π
qproj
•,m (T̂ )

∈
{
Ψ̂•,m|

π
qproj
•,m (T̂ )

: Ψ̂•,m ∈ X̂•,m
}
, Proposition 3.4.9 proves that

(J•,Sψ) ◦ γm|T̂ = (Î•,mψ̂)|T̂ = ψ̂|T̂ .

This proves the local projection property (S5).
Finally, we prove local L2-stability (S6). Let again T ∈ T• and m ∈ {1, . . . ,M} with

T ⊆ Γm. With the notation from before, the boundedness of the Gram determinant (5.4.2)
shows that

∥J•,Sψ∥L2(T ) ≃ ∥Ĵ•,m,Ŝm
ψ̂∥L2(T̂ ).
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5 Boundary Element Method

Exactly as in the proof of Proposition 3.4.9, one estimates

∥Ĵ•,m,Ŝm
ψ̂∥L2(T̂ ) ! ∥ψ̂∥L2(π

qloc
•,m (T̂ )).

Thus, from the boundedness of the Gram determinant (5.4.2), we derive with πqloc•,m(T ) :=

γm(πqloc•,m(T̂ )) that

∥ψ̂∥L2(π
qloc
•,m (T̂ )) ≃ ∥ψ∥L2(π

qloc
•,m (T )) ≤ ∥ψ∥L2(π

qloc
• (T )),

which concludes (S6). The constant Csz depends only on the dimension d, the constant Cγ ,

the initial meshes T̂•,m, and the polynomial orders (p1,m, . . . , pd−1,m) for m ∈ {1, . . . ,M}.

5.5.15 Proof of Theorem 5.4.5 for rational hierarchical splines

As mentioned in Remark 5.4.6, Theorem 5.4.5 is still valid if one replaces the ansatz space
X• for T• ∈ T by rational hierarchical splines, i.e., by the set

XW0
• =

{
W−1

0 Ψ• : Ψ• ∈ X•

}
, (5.5.28)

where Ŵ0,m = W0 ◦ γm ∈ Ŝ(p1,m,...,pd−1,m)(K̂0,m, T̂0,m) is a fixed positive weight function
in the initial space of hierarchical splines for all m ∈ {1, . . . ,M}, where we additionally
assume the representation (5.4.24). Indeed, the mesh properties (M1)–(M5) as well as the
refinement properties (R1)–(R5) of Section 5.2 are independent of the discrete spaces. To
verify the validity of Theorem 5.4.5 in the rational setting, it thus only remains to verify
the properties (S1)–(S6) for the rational boundary element spaces.

To see the inverse estimate (S1), it is again sufficient to consider D = 1. In Section 5.5.9,
we proved (S1) for X• by applying Proposition 5.5.3 for all Ψ• ∈ X•. With the notation
from Section 5.5.9, we showed that

inf
x∈RT

|Ψ•(x)| ≥ ρinf∥Ψ•∥L∞(T ) for all T ∈ T•,Ψ• ∈ X•,

where Ψ• does not change its sign on RT . With 0 < wmin := infx∈ΓW0(x), wmax :=
supx∈ΓW0(x), and ρ̃inf := ρinfwmin/wmax, this yields for all Ψ• ∈ X• that

ρ̃inf∥W−1
0 Ψ•∥L∞(T ) ≤

ρinf
wmax

∥Ψ•∥L∞(T ) ≤
1

wmax
inf

x∈RT

|Ψ•(x)| ≤ inf
x∈RT

|W−1
0 Ψ•(x)|.

In particular, the conditions for Proposition 5.5.3 are also satisfied for the functions in
XW0
• , which concludes (S1).
The properties (S2)–(S3) depend only on the numerator of the rational hierarchical

splines and thus transfer.
For the proof of (S4), we exploit the representation (5.4.24) to verify the conditions of

the abstract Proposition 5.5.5. Again, we assume without loss of generality that D = 1.
Let T• ∈ T. Note that Ŵ0,m is also an element of the standard tensor-product spline

space Ŝ(p1,m,...,pd−1,m)(K̂uni(k),m) for all m ∈ {1, . . . ,M} and k ∈ N0. In particular, it can

be written as linear combination of B-splines in B̂uni(k),m. The representation (5.4.24)
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and the two-scale relation with only non-negative coefficients between bases of consecutive
levels of Section 3.4 yields that the corresponding coefficients are non-negative. Therefore,
[SM16, Theorem 1] or [GJS14, Theorem 12] imply that also the coefficients of the linear

combination of Ŵ0,m in
{
Trunc•,m(β̂) : β̂ ∈ B̂•,m

}
are non-negative, i.e.,

Ŵ0,m =
∑

β̂∈B̂•,m

w̃•,m,β̂ Trunc•,m(β̂) with non-negative coefficients w̃•,m,β̂ ≥ 0. (5.5.29)

If we identify functions in L2(Γm) with their extension (by zero) in L2(Γ), we can choose

B• :=
M⋃

m=1

{(w̃•,m,β̂

Ŵ0,m

Trunc•,m(β̂)
)
◦ γ−1

m : β̂ ∈ B̂•,m

}
⊂ XW0

• .

As in Section 5.5.13, one sees that this choice satisfies the assumptions of Proposition 5.5.5.
To see (S5) and (S6), we define the corresponding projection operator

JW0
•,S : L2(Γ)D →

{
Ψ• ∈ X• : Ψ•|⋃(T•\S) = 0

}
, ψ 6→ W−1

0 J•,S(W0ψ). (5.5.30)

The desired properties transfer immediately from the non-rational case.

5.6 Numerical experiments with hierarchical splines

In this section, we empirically investigate the performance of Algorithm 5.2.4 in two typical
situations: In Section 5.6.1, the solution is generically singular at the edges of Γ = ∂Ω. In
Section 5.6.2, the solution is nearly singular at one point.

We consider the 3D Laplace operator P := −∆ as partial differential operator. The
corresponding fundamental solution reads

G(z) :=
1

4π

1

|z| for all z ∈ R3 \ {0}. (5.6.1)

As already mentioned in Section 5.1.3, the corresponding single-layer operatorV : H−1/2(Γ) →
H1/2(Γ) is elliptic.

In the first example (Section 5.6.1), we consider the exterior Laplace–Dirichlet problem

−∆u = 0 in R3 \ Ω,
u = g on Γ,

(5.6.2a)

for given Dirichlet data g ∈ H1/2(Γ), together with the far field boundary condition

u(x) = O
( 1

|x|

)
as |x| → ∞. (5.6.2b)

Then, (5.6.2) can be equivalently rewritten as integral equation (5.1.14); see, e.g., [McL00,
Theorem 7.15 and Theorem 8.9], [Ste08a, Section 7.5], or [SS11, Section 3.4.2.2]. Indeed,
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5 Boundary Element Method

the (exterior) normal derivative φ := ∂νu of the weak solution u of (5.6.2) satisfies the
integral equation (5.1.14) with f := (K− 1/2)g, i.e.,

Vφ = (K− 1/2)g, (5.6.3)

where

K : H1/2(Γ) → H1/2(Γ) (5.6.4)

denotes the double-layer operator. According to [SS11, Corollary 3.3.12 and Theorem 3.3.13],
if Γ is piecewise smooth and if g ∈ L∞(Γ), there holds for all x ∈ Γ the representation

Kg(x) =

∫

Γ
g(y)∂ν(y)G(x, y) dy if Γ is smooth in x and g is continuous at x. (5.6.5)

In the second example (Section 5.6.2), we consider the interior Laplace–Dirichlet problem

−∆u = 0 in Ω,

u = g on Γ,
(5.6.6)

for given Dirichlet data g ∈ H1/2(Γ). Then, (5.6.6) can be equivalently rewritten as
integral equation (5.1.14); see, e.g., [McL00, Theorem 7.6], [Ste08a, Section 7.1], or [SS11,
Section 3.4.2.1]. Indeed, the normal derivative φ := ∂νu of the weak solution u of (5.6.6)
satisfies the integral equation (5.1.14) with f := (K+ 1/2)g, i.e.,

Vφ = (K+ 1/2)g, (5.6.7)

where K denotes again the double-layer operator (5.6.4).
The integral representation (5.6.4) is satisfied for both considered examples. Indeed,

the surfaces Γm of the boundary Γ =
⋃M

m=1 Γm are parametrized via rational splines,
i.e., for each m ∈ {1, . . . ,M} there exist polynomial orders p1(γ,m), p2(γ,m) ∈ N, a two-

dimensional vector K̂γ,m = (K̂1(γ,m), K̂2(γ,m)) of pi(γ,m)-open knot vectors with multiplicity
smaller or equal to pi(γ,m) for the interior knots, and a positive spline weight function

Ŵγ,m ∈ Ŝ(p1(γ,m),p2(γ,m))(K̂γ,m) such that the parametrization γm : Γ̂m → Γm satisfies that

γm ∈
{
Ŵ−1

γ,m Ŝ : Ŝ ∈ Ŝ(p1(γ,m) ,p2(γ,m))(K̂γ,m)3
}
. (5.6.8)

Based on the knots K̂γ,m for the geometry, we choose the initial knots K̂0,m for the
discretization. As basis for the considered ansatz spaces of (non-rational) hierarchical
splines, we use the basis given in (5.5.23). To (approximately) calculate the Galerkin
matrix and the right-hand side vector, we proceed as in [SS11, Chapter 5] where all singular
integrals are transformed via Duffy transformations and then computed with tensor Gauss
quadrature. For the (dense) Galerkin matrix, we do not apply any matrix compression
techniques such as wavelet methods [BCR91, DHS06, HR10], fast multipole methods [GR87,
TM12, DHK+17], or H-matrix methods [Hac99, MZBF15]. To calculate the weighted-
residual error estimator5 (5.2.17), we employ formula (5.1.2) for the surface gradient and

5To ease computation, we replace hT = |T |1/2 in (5.2.17) by the equivalent term diam(Γ) |T̂ |1/2. Here, T̂

denotes the corresponding element of T ∈ Tℓ,m in the parameter domain Γ̂m.
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5.6 Numerical experiments with hierarchical splines

use again tensor Gauss quadrature. To this end, we approximate ∇((f −VΦℓ) ◦ γm) on an
element T̂ ∈ T̂ℓ,m by the gradient of the polynomial interpolation of the residual f−VΦℓ as
in [Kar12, Section 7.1.5]. In particular, we have to evaluate the residual at some quadrature
points which can be done (approximately) using appropriate Duffy transformations and
tensor Gauss quadrature as in [Gan14, Sections 5.1–5.2].

To (approximately) calculate the energy error, we proceed as follows: Let Φℓ ∈ Xℓ be
the Galerkin approximation of the ℓ-th step with the corresponding coefficient vector cℓ.
Further, let Vℓ be the Galerkin matrix. With Galerkin orthogonality (5.2.15) and the
energy norm ∥φ∥2V = ⟨Vφ , φ⟩ obtained by Aitken’s ∆2-extrapolation, we can compute the
energy error as

∥φ− Φℓ∥2V = ∥φ∥2V − ∥Φℓ∥2V = ∥φ∥2V − Vℓcℓ · cℓ. (5.6.9)

5.6.1 Solution with edge singularities on cube

In the first experiment, we consider the cube

Ω := (0, 1/10)3. (5.6.10)

Each of the six faces Γm of Ω can be parametrized by non-rational splines of degree
p1(γ,m) := p2(γ,m) := 1 corresponding to the knot vectors K̂1(γ,m) := K̂2(γ,m) := (0, 0, 1, 1);
see [GHP17, Section 6.1]. We choose the right-hand side f := 1 in (5.1.14). Note that the
constant function 1 satisfies the Laplace problem, wherefore (5.6.7) implies that K1 = −1/2.
We conclude that

f = (K− 1/2)g with g := −1. (5.6.11)

This means that the considered integral equation stems from an exterior Laplace–Dirichlet
problem (5.6.2). In particular, we expect singularities at the non-convex edges of R3 \ Ω,
i.e., at all edges of the cube Ω.

We consider polynomial degrees p ∈ {0, 1, 2}. For the initial ansatz space with spline
degree p1,m := p2,m := p for all m ∈ {1, . . . 6}, we choose the initial knot vectors K̂1(0,m) :=

K̂2(0,m) := (0, . . . 0, 1, . . . , 1) for all m ∈ {1, . . . , 6}, where the multiplicity of 0 and 1 is p+1.
We choose the parameters of Algorithm 5.2.4 as θ = 0.5 and Cmin = 1, where we use the
refinement strategy of Remark 5.4.6 (c) in the lowest-order case p = 0. For comparison, we
also consider uniform refinement, where we mark all elements in each step, i.e., Mℓ = Tℓ
for all ℓ ∈ N0. This leads to uniform bisection of all elements. In Figure 5.1, one can
see some adaptively generated hierarchical meshes. In Figure 5.2 and Figure 5.3, we plot
the energy error ∥φ − Φℓ∥V and the error estimator ηℓ against the number of elements
#Tℓ. All values are plotted in a double logarithmic scale such that the experimental
convergence rates are visible as the slope of the corresponding curves. Although we only
proved reliability (5.2.22) of the employed estimator, the curves for the error and the
estimator are parallel in each case, which numerically indicates reliability and efficiency.
The uniform approach always leads to the suboptimal convergence rate O((#Tℓ)−1/3) due
to the edge singularities. Independently on the chosen polynomial degree p, the adaptive
approach leads approximately to the rate O((#Tℓ)−1/2). For smooth solutions φ, one
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would expect the rate O((#Tℓ)−3/4−p/2); see [SS11, Corollary 4.1.34]. However, according
to Theorem 5.4.5, the achieved rate is optimal if one uses the proposed refinement strategy
and the resulting hierarchical splines. The reduced optimal convergence rate is probably
due to the edge singularites. A similar convergence behavior is also witnessed in [FL07,
Section 5.2] for the lowest-order case p = 0. [FL07] additionally considers anisotropic
refinement which recovers the optimal convergence rate O((#Tℓ)−3/4).

5.6.2 Nearly singular solution on quarter pipe

We consider the quarter pipe

Ω :=
{
10−1(r cos(β), r sin(β), z) : r ∈ (1/2, 1) ∧ β ∈ (0,π/2) ∧ z ∈ (0, 1)

}
; (5.6.12)

see Figure 5.4. We split the boundary Γ into the six surfaces

Γ1 :=
{
10−1(cos(β)/2, sin(β)/2, z) : β ∈ (0,π/2) ∧ z ∈ (0, 1)

}

Γ2 :=
{
10−1(r, 0, z) : r ∈ (1/2, 1) ∧ z ∈ (0, 1)

}

Γ3 :=
{
10−1(cos(β), sin(β), z) : β ∈ (0,π/2) ∧ z ∈ (0, 1)

}

Γ4 :=
{
10−1(0, r, z) : r ∈ (1/2, 1) ∧ z ∈ (0, 1)

}

Γ5 :=
{
10−1(r cos(β), r sin(β), 0) : r ∈ (1/2, 1) ∧ β ∈ (0,π/2)

}

Γ6 :=
{
10−1(r cos(β), r sin(β), 1) : r ∈ (1/2, 1) ∧ β ∈ (0,π/2)

}

Γ1,Γ3,Γ5, and Γ6 can be parametrized by rational splines of degree p1(γ,m) := 2, p2(γ,m) :=

1 corresponding to the knot vectors K̂1(γ,m) := (0, 0, 0, 1, 1, 1), K̂2(γ,m) := (0, 0, 1, 1); see
[PT97, Chapter 8]. The affine surfaces Γ2 and Γ4 can be parametrized by non-rational
splines of degree p1(γ,m) := p2(γ,m) := 1 corresponding to the knot vectors K̂1(γ,m) :=

K̂2(γ,m) := (0, 0, 1, 1); see [GHP17, Section 6.1].
We prescribe the exact solution of the interior Laplace–Dirichlet problem (5.6.6) as the

shifted fundamental solution

u(x) := G(x− y0) =
1

4π

1

|x− y0|
, (5.6.13)

with y0 := 10−1(0.95 · 2−3/2, 0.95 · 2−3/2, 1/2) ∈ R3 \ Ω. Although u is smooth on Ω, it
is nearly singular at the midpoint ỹ0 := 10−1(2−3/2, 2−3/2, 1/2) of Γ1. We consider the
corresponding integral equation (5.6.7). The normal derivative φ = ∂νu of u reads

φ(x) = − 1

4π

x− y0
|x− y0|3

· ν(x). (5.6.14)

We consider polynomial degrees p ∈ {0, 1, 2}. For the initial ansatz space with spline
degree p1,m := p2,m := p for all m ∈ {1, . . . 6}, we choose the initial knot vectors K̂1(0,m) :=

K̂2(0,m) := (0, . . . 0, 1, . . . , 1) for all m ∈ {1, . . . , 6}, where the multiplicity of 0 and 1 is p+1.
We choose the parameters of Algorithm 5.2.4 as θ = 0.5 and Cmin = 1, where we use the
refinement strategy of Remark 5.4.6 (c) in the lowest-order case p = 0. For comparison, we
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5.6 Numerical experiments with hierarchical splines

also consider uniform refinement, where we mark all elements in each step, i.e., Mℓ = Tℓ
for all ℓ ∈ N0. This leads to uniform bisection of all elements. In Figure 5.4, one can see
some adaptively generated hierarchical meshes. In the Figure 5.5 and Figure 5.6, we plot
the energy error ∥φ−Φℓ∥V and the error estimator ηℓ against the number of elements #Tℓ.
All values are plotted in a double logarithmic scale such that the experimental convergence
rates are visible as the slope of the corresponding curves. In all cases, the lines of the error
and the error estimator are parallel, which numerically indicates reliability and efficiency.
Since the solution φ is smooth, the uniform and the adaptive approach both lead to the
optimal asymptotic convergence rate O((#Tℓ)−3/4−p/2). However, φ is nearly singular at
ỹ0, wherefore adaptivity yields a much better multiplicative constant.
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Figure 5.1: Experiment with solution with edge singularities on cube of Section 5.6.1. Hi-
erarchical meshes T8,T10,T11,T13 generated by Algorithm 5.2.4 (with θ = 0.5)
for hierarchical splines of degree p = 1.
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Figure 5.2: Experiment with solution with edge singularities on cube of Section 5.6.1. En-
ergy error ∥φ−Φℓ∥V and estimator ηℓ of Algorithm 5.2.4 for hierarchical splines
of degree p ∈ {0, 1, 2} are plotted versus the number of elements #Tℓ. Uniform
and adaptive (θ = 0.5) refinement is considered.
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Figure 5.3: Experiment with solution with edge singularities on cube of Section 5.6.1. The
energy errors ∥φ − Φℓ∥V of Algorithm 5.2.4 for hierarchical splines of degree
p ∈ {0, 1, 2} are plotted versus the number of elements #Tℓ. Uniform (for
p = 0) and adaptive (θ = 0.5 for p ∈ {0, 1, 2}) refinement is considered.
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Figure 5.4: Experiment with nearly singular solution on quarter pipe of Section 5.6.2. Hi-
erarchical meshes T4,T7,T9,T10 generated by Algorithm 5.2.4 (with θ = 0.5) for
hierarchical splines of degree p = 1.
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Figure 5.5: Experiment with nearly singular solution on quarter pipe of Section 5.6.2. En-
ergy error ∥φ−Φℓ∥V and estimator ηℓ of Algorithm 5.2.4 for hierarchical splines
of degree p ∈ {0, 1, 2} are plotted versus the number of elements #Tℓ. Uniform
and adaptive (θ = 0.5) refinement is considered.
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Figure 5.6: Experiment with nearly singular solution on quarter pipe of Section 5.6.2. The
energy errors ∥φ − Φℓ∥V of Algorithm 5.2.4 for hierarchical splines of degree
p ∈ {0, 1, 2} are plotted versus the number of elements #Tℓ. Uniform (for
p = 2) and adaptive (θ = 0.5 for p ∈ {0, 1, 2}) refinement is considered.
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5.7 Boundary element method with one-dimensional splines

In this section, we consider the model problem (4.1.1) for d = 2. To ease presentation
and without loss of generality, we assume that the one-dimensional boundary Γ ⊂ R2 is
connected. If Γ consists of finitely many connected components, the following results hold
accordingly. We introduce univariate splines on Γ and propose a node-based local mesh-
refinement. In contrast to the previous refinement strategies that we have considered, this
strategy does not only use element bisections but also increases certain knot multiplici-
ties leading to local regularity reduction of the ansatz functions. We use the notation of
Section 3.3, where we already introduced standard splines in the parameter domain. We
define a node-based version of the residual error indicators of the previous section; see
(5.7.17) below. These are used to steer an adaptive algorithm (Algorithm 5.7.3), which
was developed and numerically investigated in the recent own work [FGP15].

The main result of this section is Theorem 5.7.4 which states that the estimator is reliable
and the adaptive algorithm leads to linear convergence at optimal algebraic rate. This
theorem is already found in the recent own works [FGHP16, FGHP17], where [FGHP16]
proves reliability, and [FGHP17] proves linear convergence at optimal rate. It is covered
by the abstract framework of Chapter 2. The verification of the corresponding axioms is
done in Section 5.8.

5.7.1 Parametrization of the boundary

We set Γ̂ := [0, 1], and assume that the boundary Γ can be parametrized by a closed
continuous curve

γ : Γ̂ → Γ with γ(0) = γ(1) (5.7.1)

such that the restriction γ|[0,1) is bijective. Throughout and by abuse of notation, we write
γ−1 for the inverse of γ|[0,1) resp. γ|(0,1]. The meaning will be clear from the context. More-

over, we suppose the existence of finitely many points N̂γ =
{
ẑγ,m : m ∈ {0, . . . ,M}

}
⊂

[0, 1] with 0 = ẑγ,0 < ẑγ,1 < · · · < ẑγ,M ≤ 1 such that, with Γ̂m := [ẑγ,m−1, ẑγ,m] and

Γm := γ(Γ̂m),

γm := γ|Γ̂m
: Γ̂m → Γm (5.7.2)

is bi-Lipschitz for all m ∈ {1, . . . ,M}. In particular, Lemma 5.2.1 (applied on the interior of
Γ̂m) shows that γm is almost everywhere differentiable, and there exists a constant Cγ > 0
such that

C−1
γ |s− t| ≤ |γm(s)− γm(t)| ≤ Cγ |s− t| for all s, t ∈ Γ̂m (5.7.3a)

and

C−1
γ ≤ |γ′m(t)| ≤ Cγ for almost all t ∈ Γ̂m. (5.7.3b)

We additionally suppose that M ≥ 3 so that each node patch πγ(z) :=
⋃{

Γm : m ∈
{1, . . . ,M} ∧ z ∈ Γm

}
for z ∈ Nγ :=

{
γ(ẑγ,m) : m ∈ {1, . . . ,M}

}
can be transformed to
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some interval: For all nodes z = ẑγ,m for m ∈ {1, . . . ,M}, we define an interval πγ(z) ⊂ R
and a mapping

γz : πγ(z) → πγ(z), (5.7.4)

via γz := γ|[ẑγ,m−1,ẑγ,m+1] for m < M resp. γz|[ẑγ,M−1,1] := γ|[ẑγ,M−1,1] and γz|[1,ẑγ,1+1] :=
γ((·)−1)|[1,ẑγ,1+1] form = M . Then, γz is automatically Lipschitz continuous. We addition-

ally assume that also the inverse γ−1
z is Lipschitz continuous, wherefore γz is a bi-Lipschitz

mapping.

5.7.2 One-dimensional splines on the boundary

Let p ∈ N0 be a fixed polynomial degree. For any p-open knot vector K̂• on [0, 1], we define
the space of all splines on Γ̂ = [0, 1] as

X̂• := Ŝp(K̂•)
D ⊂

{
ψ̂ : Γ̂ → RD : ψ̂|T ∈ C∞(T̂ )D for all T̂ ∈ T̂•

}
. (5.7.5)

In order to transform the definitions from the parameter domain Γ̂ to the boundary Γ,
we use the parametrization γ of Section 5.7.1. All previous definitions can now also be
made on Γ, just by pulling them from the parameter domain via the mapping γ. For
these definitions, we drop the symbol ·̂. If K̂• = (t•,0, . . . , t•,N•) is a p-open knot vector in

the parameter domain Γ̂, we define the corresponding knot vector K• on Γ as the vector
(γ(t•,0), . . . , γ(t•,N•)). Moreover, we define the nodes N• :=

{
γ(ẑ) : ẑ ∈ N̂•

}
on Γ as

the set of all knots. If T̂• is the corresponding mesh in the parameter domain, we set
T• :=

{
γ(T̂ ) : T̂ ∈ T̂•

}
. Clearly, T• is a mesh in the sense of Section 5.2.1, where

T̂ := γ−1(T ) and γT := γ|T̂ for T ∈ T•, (5.7.6)

and we can use the notation from there. We introduce the corresponding spline space on Γ

X• :=
{
Ψ• ◦ γ−1 : Ψ• ∈ X•

}
⊂ L2(Γ)D ⊂ H−1/2(Γ)D. (5.7.7)

According to (3.3.8), a basis of X• is given by the (transformed) B-splines

X• = span(BD
• ) with B• :=

{
B̂•,j,p ◦ γ−1 : j ∈ {1, . . . , N•}

}
. (5.7.8)

5.7.3 Refinement of knot vectors

In this section, we present a concrete refinement algorithm which uses both bisection and
knot multiplicity increase. To this end, we also introduce an auxiliary refinement algorithm
which fits into the setting of Section 5.2.2. We start in the parameter domain. Recall that
we call a p-open knot vector K̂◦ finer than another p-open knot vector K̂• if K̂• is a
subsequence of K̂◦. In this case, (3.3.9) implies that the corresponding spaces are nested,
i.e.,

X̂• ⊆ X̂◦. (5.7.9)
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To transfer this definition onto the boundary Γ, we essentially just drop the symbol ·̂. We
say that a p-open knot vector K◦ on Γ is finer than another p-open knot vector K• on Γ,
if the corresponding knots in the parameter domain satisfy this relation, i.e., if K̂◦ is finer
than K̂•. In this case, there holds that

X• ⊆ X◦. (5.7.10)

Let K0 be a fixed initial p-open knot vector on Γ such that

Nγ ⊆ N0. (5.7.11)

We set

κ̂0 := max
{ |T̂ |
|T̂ ′|

: T̂ , T̂ ′ ∈ T̂0 with T ∩ T ′ ̸= ∅
}
. (5.7.12)

For a p-open knot vector K• on Γ and T ∈ T•, we define the set

Πbad
• (T ) :=

{
T ′ ∈ Π•(T ) : |T̂ ′| > κ̂0|T̂ |

}
. (5.7.13)

With this, we can formulate the first auxiliary refinement procedure of [AFF+13, Algo-
rithm 2].

Algorithm 5.7.1. Input: p-open knot vector K• , marked elements M• =: M(0)
• ⊆ T•.

(i) Iterate the following steps (a)–(b) for i = 0, 1, 2, . . . until U (i)
• = ∅:

(a) Define U (i)
• :=

⋃
T∈M(i)

•

{
T ′ ∈ T• \M(i)

• : T ′ ∈ Πbad
• (T )

}
.

(b) Define M(i+1)
• := M(i)

• ∪ U (i)
• .

(ii) Bisect all T ∈ M(i)
• in the parameter domain by inserting the midpoint of the corre-

sponding T̂ ∈ T̂• with multiplicity one in the knot vector K̂• and obtain a finer knot
vector K̂◦.

Output: Refined p-open knot vector K◦ = refine(K•,M•).

The next algorithm is the main refinement strategy which we will use in the adaptive
Algorithm 5.7.3. In contrast to Algorithm 5.7.1, it receives marked nodes instead of marked
elements as input and also uses knot multiplicity increase for refinement.

Algorithm 5.7.2. Input: p-open knot vector K•, marked nodes M• ⊆ N•.

(i) Define the set of marked elements M′
• := ∅.

(ii) If both nodes of an element T ∈ T• belong to M•, mark the element T by adding it to
M′

•.

(iii) For all other nodes in M•, increase the multiplicity if it is less or equal to p + 1.
Otherwise mark the elements which contain one of these nodes, by adding them to
M′

•.
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5.7 Boundary element method with one-dimensional splines

(iv) With obtained knot vector K⋆, define K◦ := refine(K⋆,M′
•).

Output: Refined p-open knot vector K◦ = refine(K•,M•).

Clearly, refine(K•,M•) is finer than K•. For any p-open knot vector K• on Γ, we
define refine(K•) as the set of all p-open knot vectors K◦ on Γ such that there exist
p-open knot vectors K(0), . . . ,K(J) and marked nodes M(0), . . . ,M(J−1) with K◦ = K(J)

= refine(K(J−1),M(J−1)), . . . ,K(1) = refine(K(0),M(0)), and K(0) = K•. Note that
refine(K•, ∅) = K•, wherefore K• ∈ refine(K•). We define the set of all admissible
p-open knot vectors on Γ as

K := refine(K0). (5.7.14)

Similarly as in Proposition 5.4.3, one shows that K• ∈ K implies that

|T̂ |/|T̂ ′| ≤ 2κ̂0 for all T, T ′ ∈ T• with T ∩ T ′ ̸= ∅. (5.7.15)

This is also proved in [AFF+13, Theorem 3]. Indeed, one can show (as in Proposition 5.4.3)
that K coincides with the set of all p-open knot vectors K• which are obtained via iterative
bisections in the parameter domain and arbitrary knot multiplicity increases which satisfy
(5.7.15). Further, we define the corresponding admissible meshes on Γ

T :=
{
T• : K• ∈ K

}
, (5.7.16)

which coincides with the set of all meshes which result from iterative bisections in the
parameter domain, and which satisfy (5.7.15).

5.7.4 Error estimator

Let K• ∈ K. Due to the mapping property (5.1.11) and X• ⊂ L2(Γ)D, there holds that
VΨ• ∈ H1(Γ)D for all Ψ• ∈ X•. This allows to employ a node-based version of the
weighted-residual a posteriori error estimator of Section 5.2.4

η• := η•(N•) with η•(S)2 :=
∑

z∈S

η•(z)
2 for all S ⊆ N•, (5.7.17a)

where, for all z ∈ N•, the local refinement indicators read

η•(z)
2 := |π•(z)||f −VΦ•|2H1(π•(z))

. (5.7.17b)

5.7.5 Adaptive algorithm

We consider the following adaptive algorithm.

Algorithm 5.7.3. Input:Dörfler parameter θ ∈ (0, 1] and marking constant Cmin ∈ [1,∞].
Loop: For each ℓ = 0, 1, 2, . . . , iterate the following steps:

(i) Compute Galerkin approximation Φℓ ∈ Xℓ.

(ii) Compute refinement indicators ηℓ(z) for all nodes z ∈ Nℓ.
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5 Boundary Element Method

(iii) Determine a set of marked nodes Mℓ ⊆ Nℓ which has up to the multiplicative constant
Cmin minimal cardinality, such that the following Dörfler marking is satisfied

θ η2ℓ ≤ ηℓ(Mℓ)
2. (5.7.18)

(iv) Generate refined knot vector Kℓ+1 := refine(Kℓ,Mℓ).

Output: Refined knot vectors Kℓ and corresponding Galerkin approximations Φℓ with error
estimators ηℓ for all ℓ ∈ N0.

5.7.6 Optimal convergence for one-dimensional splines

Recall that, for K• ∈ K, N• + 1 denotes the number of all knots in the parameter domain
[0, 1]. We define

K(N) :=
{
K• ∈ K : N• −N0 ≤ N

}
for all N ∈ N0 (5.7.19)

and for all s > 0

Capprox(s) := sup
N∈N0

min
K•∈K(N)

(N + 1)s η• ∈ [0,∞]. (5.7.20)

We say that the solution φ ∈ H−1/2(Γ)D lies in the approximation class s with respect to
the estimator if

∥φ∥Aest
s

:= Capprox(s) < ∞. (5.7.21)

By definition, ∥φ∥Aest
s

< ∞ implies that the error estimator η• on the optimal knots vectors
K• decays at least with rate O

(
N−s

•

)
. The following main theorem states that each possible

rate s > 0 is in fact realized by Algorithm 5.7.3. The proof is given in Section 5.8 and is
also found in the recent own work [FGHP17, Theorem 3.2]. It essentially follows from its
abstract counterpart Theorem 2.3.1 by verifying the axioms of Section 2.3. In particular,
Theorem 5.7.4 (i) states reliability which was verified for the current setting in the recent
own works [FGHP16, Theorem 4.4] and [Gan14, Theorem 3.8].

Theorem 5.7.4. Let (Kℓ)ℓ∈N0 be the sequence of knots generated by Algorithm 5.7.3. Then,
there hold:

(i) The residual error estimator satisfies reliability, i.e., there exists a constant Crel > 0
such that

∥φ− Φ•∥H−1/2(Γ) ≤ Crelη• for all K• ∈ K. (5.7.22)

(ii) For arbitrary 0 < θ ≤ 1 and Cmin ∈ [1,∞], the residual error estimator converges
linearly, i.e., there exist constants 0 < ρlin < 1 and Clin ≥ 1 such that

η2ℓ+j ≤ Clinρ
j
linη

2
ℓ for all j, ℓ ∈ N0. (5.7.23)
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5.7 Boundary element method with one-dimensional splines

(iii) There exists a constant 0 < θopt ≤ 1 such that for all 0 < θ < θopt and Cmin ∈
[1,∞), the estimator converges at optimal rate, i.e., for all s > 0 there exist constants
copt, Copt > 0 such that

copt∥φ∥Aest
s

≤ sup
ℓ∈N0

(Nℓ −N0 + 1)s ηℓ ≤ Copt∥φ∥Aest
s
. (5.7.24)

All involved constants Crel, Clin, ρlin, θopt, and Copt depend only on the dimension D, the
coefficients of the differential operator P, the parametrization γ, the polynomial order p,
and the initial mesh T̂0, while Clin, ρlin depend additionally on θ and the sequence (Φℓ)ℓ∈N0,
and Copt depends furthermore on Cmin and s > 0. The constant copt depends only on p,N0,
s, and if there exists ℓ0 with ηℓ0 = 0, also on ℓ0 and η0.

Remark 5.7.5. If the bilinear form ⟨V(·) , ·⟩ is symmetric, then Clin, ρlin, and Copt are
independent of (Φℓ)ℓ∈N0 ; see Remark 5.3.17.

Remark 5.7.6. Theorem 5.7.4 is still valid if one replaces the ansatz space X• by rational
one-dimensional splines, i.e., by the set

XW0
• :=

{
W−1

0 Ψ• : Ψ• ∈ X•

}
, (5.7.25)

where Ŵ0 := W0 ◦γ is a fixed positive weight function in the initial space of splines Ŝp(K̂0).

With the B-spline basis B̂0 =
{
B̂0,j,p|[0,1) : j ∈ {1, . . . , N•}

}
, we even suppose that Ŵ0 can

be written as

Ŵ0 =
N0∑

j=1

w0,j B̂0,j,p|[0,1) with non-negative coefficients w0,j ≥ 0. (5.7.26)

We will prove this version in Section 5.8.11. Then, the constants depend additionally on
W0.

Remark 5.7.7. If one modifies the adaptive Algorithm 5.7.3 such that ηℓ denotes again
the element-based residual error estimator of Section 5.2.4, Mℓ ⊆ Tℓ is a set of marked
elements, and refine(Kℓ,Mℓ) results from Algorithm 5.7.1 (which does not use knot mul-
tiplicity increase) instead of Algorithm 5.7.2, it fits into the abstract framework of Sec-
tion 5.2. Indeed, all the assumptions from there are satisfied, which can be proved similarly
as in Section 5.5; see also Section 5.8. In particular, Theorem 5.2.5 is applicable and guar-
antees linear convergence of the estimator at optimal algebraic rate. Again, one can also
use rational splines as in Remark 5.7.6.

Remark 5.7.8. If P := −∆ is chosen as the Laplace operator, [Sch16] proves that Theo-
rem 5.7.4 resp. the generalization of Remark 5.7.6 holds accordingly for integral equations
of the form

Wu = f, (5.7.27)

where W : H1/2(Γ) → H−1/2(Γ) denotes the hyper-singular operator and f ∈ H1(Γ) is
a given right-hand side. Such equations arise from the solution of Neumann problems of

171



5 Boundary Element Method

the form Pu = 0 in Ω with Dνu = φ on Γ for some φ ∈ H−1/2(Γ); see, e.g., [McL00,
pages 229–231] for more details. In this case, one has to choose continuous ansatz spaces
Y• := X• ∩ C0(Γ) ⊂ H1(Γ) ⊂ H1/2(Γ). Note that all functions X• are continuous on
Γ \ {γ(0)} provided that the corresponding knot multiplicities are bounded by p instead of
p+ 1. Hence, the adapted algorithm of [Sch16] only increases knot multiplicities up to the
value p. Since, for the Laplace operator, W is only elliptic up to constant functions, the
analysis of [Sch16] requires an additional stabilization term for the induced bilinear form.

5.8 Proof of Theorem 5.7.4

In Section 5.8.2, we show reliability (5.2.22). The proof works as in Section 5.3.2. To
prove Theorem 5.7.4 (ii)–(iii), we want to apply the abstract results of Chapter 2. How-
ever, at first glance, the adaptive Algorithm 5.7.3 does not fit exactly in the framework
of Chapter 2. Indeed, in each refinement step, one refines the current knot vector based
on some marked nodes instead of purely refining the mesh based on some marked mesh
elements. Nevertheless, we can equivalently reformulate Algorithm 5.7.3 such that it is a
special realization of its abstract counterpart Algorithm 2.2.1. To this end, we introduce
for an admissible knot vector K• ∈ K, the corresponding set of extended node patches

Ñ• :=
{
π̃•(z) : z ∈ N•

}
with π̃•(z) :=

(
π•(z),#•z•,left,#•z,#•z•,right

)
(5.8.1)

where z•,left ∈ N•∩π•(z) is (with respect to γ) the left node and z•,right ∈ N•∩π•(z) is the
right node in the patch π•(z). Hence, π̃•(z) is just the patch π•(z) with the multiplicities
of the nodes that it contains. We define the set of all admissible sets of extended node
patches

Ñ :=
{
Ñ• : K• ∈ K

}
. (5.8.2)

Note that K and Ñ are in a bijective relation, and the knowledge of the knot vector K• ∈ K
implies the knowledge of the corresponding set of extended node patches Ñ• ∈ Ñ and vice
versa. To concretize the setting of Chapter 2, we choose the set of general meshes T of
Section 2.2.1 (which should not be mistaken for the set of admissible meshes T of (5.7.16))

as Ñ. With the refinement strategy of Algorithm 5.7.1, we define for Ñ• ∈ Ñ, M̃• ⊆ Ñ•,
and corresponding nodes M• :=

{
z ∈ N• : π̃•(z) ∈ M̃•

}
,

refine(Ñ•,M̃•) := Ñ◦ with K◦ = refine(K•,M•). (5.8.3)

Note that M̃• ⊆ Ñ• \ Ñ◦, i.e., each marked extended node patch is changed (by inserting
a knot in it) during refinement. Similarly as in Section 2.2.1, we define refine(Ñ•) as the
set of all refinements. Moreover, we define for S̃ ⊆ Ñ• the number of all corresponding
knots

µ(S̃) :=
∑

π̃∈S̃

µ(π̃) with µ(π̃•(z)) := #•z for all z ∈ N•. (5.8.4)
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Recall the abbreviation N• + 1 for the number of all knots in the parameter domain [0, 1].
Since #•0 = p+ 1, we see that

µ(Ñ•) = N• − p and µ(Ñ•)− µ(Ñ0) = N• −N0. (5.8.5)

We define

Ñ(N) :=
{
Ñ• ∈ Ñ : µ(Ñ•)− µ(Ñ0) ≤ N

}
for all N ∈ N0. (5.8.6)

Altogether, we have a particular realization of Section 2.2.1. Now, we concretize Sec-
tion 2.2.2. For Ñ• ∈ Ñ, we set

η• := η•(Ñ•) with η•(S̃)2 :=
∑

π̃∈S̃

η•(π̃)
2 for all S̃ ⊆ Ñ•, (5.8.7a)

where, for all z ∈ N•, the local refinement indicators read

η•(π̃•(z))
2 := |π•(z)||f −VΦ•|2H1(π•(z))

. (5.8.7b)

We consider the following adaptive algorithm.

Algorithm 5.8.1. Input:Dörfler parameter θ ∈ (0, 1] and marking constant Cµ
min ∈ [1,∞].

Loop: For each ℓ = 0, 1, 2, . . . , iterate the following steps:

(i) Compute Galerkin approximation Φℓ ∈ Xℓ.

(ii) Compute refinement indicators ηℓ(π̃) for all extended node patches π̃ ∈ Ñℓ.

(iii) Determine a set of marked extended node patches M̃ℓ ⊆ Ñℓ which is up to the mul-
tiplicative constant Cµ

min minimal with respect to µ, such that the following Dörfler
marking is satisfied

θ η2ℓ ≤ ηℓ(M̃ℓ)
2. (5.8.8)

(iv) Generate refined Ñℓ+1 := refine(Ñℓ,M̃ℓ).

Output: Refined sets Ñℓ and corresponding Galerkin approximations Φℓ with error esti-
mators ηℓ for all ℓ ∈ N0.

Let Ñ• ∈ Ñ. Since the maximal knot multiplicity is p + 1, we see that #S ≤ µ(S̃) ≤
(p+1)#S for arbitrary S̃ ⊆ Ñ• with corresponding nodes S ⊆ N•. Further, with the node-
based estimator from (5.7.17), there holds by definition η•(π̃•(z)) = η•(z) for all z ∈ N•.
This shows that the output of Algorithm 5.7.3 can be seen as output of Algorithm 5.8.1, if
one chooses for both algorithms the same θ and Cµ

min = (p + 1)Cmin with Cmin ∈ [1,∞] of
Algorithm 5.7.3. Further, (5.8.5) implies that the approximation constants coincide for all
s > 0, i.e.,

∥φ∥Aest
s

= sup
N∈N0

min
K•∈K(N)

(N + 1)s η• = sup
N∈N0

min
Ñ•∈Ñ(N)

(N + 1)s η•. (5.8.9)
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Altogether, we see that Theorem 5.7.4 (ii)–(iii) follows from Corollary 2.3.4 if η• is locally
equivalent to an estimator η̃• which satisfies the axioms (E1)–(E4) and the refinement
axioms (T1)–(T3) are satisfied. To define a suitable equivalent estimator, we replace the
weight |π•(z)| in (5.8.7) by an equivalent weight h̃π̃•(z) which uniformly contracts if a knot is
inserted in the patch π•(z). Similarly as in the recent own work [FGHP17, Proposition 4.2],
we construct such a weight in the following proposition.

Proposition 5.8.2. For Ñ• ∈ Ñ and z ∈ N•, we define with a constant 0 < ρeq < 1 which
depends only on κ̂0 and p (and which is fixed in the proof)

h̃π̃•(z) := |γ−1(π•(z))| ρ
#•z•,left+#•z+#•z•,right
eq . (5.8.10)

Then, there exists a constant Ceq > 0 such that

C−1
eq |π•(z)| ≤ h̃π̃•(z) ≤ Ceq|π•(z)|, (5.8.11)

where Ceq depends only on Cγ , κ̂0, and p. If additionally Ñ◦ ∈ refine(Ñ•), then there

exists a constant 0 < ρctr < 1 such that for all z ∈ N• with π̃•(z) ∈ Ñ• \ Ñ◦ and all z′ ∈ N◦

with z′ = z or z′ ∈ π•(z) \ N•, there holds that

h̃π̃◦(z′) ≤ ρctr h̃π̃•(z). (5.8.12)

where ρctr depends only on κ̂0 and p.

Proof. (5.8.11) follows immediately from the regularity (5.7.3) of γ. To see (5.8.12), note
that π̃•(z) ∈ Ñ• \ Ñ◦ implies that at least one new knot is inserted in the patch π•(z).

First, we suppose that thereby no bisection is used, wherefore only knot multiplicities
are increased within π•(z). Due to our assumption for z′, this implies that z′ = z. There
holds that

h̃π̃◦(z′) = |γ−1(π◦(z))| ρ
#◦z◦,left+#◦z+#◦z◦,right
eq

≤ |γ−1(π•(z))| ρ
#•z•,left+#•z+#•z•,right+1
eq = ρeq h̃π̃•(z).

Now, we suppose that at least one bisection takes place within π•(z). By local quasi-
uniformity (5.7.15), there holds that |γ−1(π◦(z′))| ≤ ρ1|γ−1(π•(z))| with a constant 0 <
ρ1 < 1 that depends only on κ̂0. We choose 0 < ρeq < 1 sufficiently large such that

ρ1 ρ
−3p
eq < 1. Since the maximal knot multiplicity is p+ 1, this yields that

h̃π̃◦(z′) = |γ−1(π◦(z
′))| ρ#◦z◦,left+#◦z+#◦z◦,right

eq

≤ ρ1|γ−1(π•(z))| ρ
#•z•,left+#•z+#•z•,right−3p
eq = ρ1 ρ

−3p
eq h̃π̃•(z).

The choice ρctr := max(ρeq, ρ1 ρ
−3p
eq ) concludes the proof.

For Ñ• ∈ Ñ, we define the locally equivalent estimator

η̃• := η̃•(Ñ•) with η̃•(S̃)2 :=
∑

π̃∈S̃

η̃•(π̃)
2 for all S̃ ⊆ Ñ•, (5.8.13a)
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where, for all z ∈ N•, the local refinement indicators read

η̃•(π̃•(z))
2 := h̃π̃•(z) |f −VΦ•|2H1(π•(z))

. (5.8.13b)

To apply Corollary 2.3.4, we prove in the following subsections the estimator axioms (E1)–
(E4) for the equivalent estimator η̃• as well as the refinement axioms (T1)–(T3). The
perturbation ϱ•,◦ is chosen as Cϱ∥Φ◦ − Φ•∥H−1/2(Γ) with some constant Cϱ > 0 which
is fixed later in Section 5.8.5. For the proof, we verify adapted versions of the assumed
properties of the abstract Section 5.2. This can essentially be done as in Section 5.5. With
these, we can derive the axioms similarly as in Section 5.3.

5.8.1 Mesh properties (M1)–(M5)

In this section, we verify the mesh properties of Section 5.2.1 such that we can use some of
the auxiliary results of Section 5.5. Clearly, (M1) is trivially satisfied with Cpatch = 2. (M2)
follows from the regularity (5.7.3) of γ as well as (5.7.15). Further, (5.7.3) yields (M3).
(M4) is proved similarly as in Section 5.5.4. Finally, (M5) follows from Proposition 5.2.2
since there exists only one reference point patch: Indeed, due to the assumptions on γ, for
all z ∈ Γ, there exists a bi-Lipschitz mapping γπ•(z) : [0, 1] → π•(z) such that

|γπ•(z)(s)− γπ•(z)(t)|
diam(π•(z))

≃ |s− t| for all s, t ∈ [0, 1]. (5.8.14)

The constants of (M2)–(M5) depend only the parametrization γ, the polynomial order p,
and the initial mesh T̂0.

5.8.2 Reliability (5.7.22)

Let K• ∈ K. There holds Galerkin orthogonality

⟨f −VΦ• , Ψ•⟩L2(Γ) = 0 for all Ψ• ∈ X•. (5.8.15)

In Section 5.8.7, we will prove (S4) for X• associated to arbitrary K• ∈ K. In particular,
we can apply Corollary 5.3.9. Together with the fact that V : H−1/2(Γ)D → H1/2(Γ)D is
an isomorphism, we obtain that

∥φ− Φ•∥H−1/2(Γ) ! ∥V(φ− Φ•)∥H1/2(Γ) = ∥f −VΦ•∥H1/2(Γ)

! ∥h1/2• ∇Γ(f −VΦ•)∥L2(Γ) = η•.

Remark 5.8.3. As in Remark 5.3.10, one sees that

∥f −VΦ•∥2H1/2(Γ) ≃
∑

T∈T•

∑

T ′∈Π•(T )

|f −VΦ•|2H1/2(T∪T ′)

= 2
∑

z∈N•

|f −VΦ•|2H1/2(π•(z))
.

(5.8.16)
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Again, this is even true for arbitrary f ∈ H1/2(Γ)D without the additional regularity f ∈
H1(Γ)D. In particular,

"•(z)2 := |f −VΦ•|2H1/2(π•(z))
for all z ∈ N• (5.8.17)

provides a local error indicator. The corresponding error estimator "• is often referred to
as Faermann estimator; see also Remark 5.3.10. Obviously, one could replace the residual
estimator ηℓ in Algorithm 5.7.3 by the Faermann estimator "ℓ. However, due to the lack
of an h-weighting factor, it is unclear whether the reduction property (E2) of Section 5.3.2
is satisfied. Based on the ideas of [FFME+14, Theorem 7], we proved in the recent own
work [FGHP17, Theorem 3.4] that one obtains at least estimator convergence limℓ→∞"ℓ = 0
and due to reliability also error convergence limℓ→∞ ∥φ−Φℓ∥H−1/2(Γ) = 0. We even proved
this assertion for rational splines as in Remark 5.7.6. Although [FGHP17, Theorem 3.4]
only treats the Laplace problem, the proof immediately extends to the current situation if
one exploits the generalized inverse inequality (5.3.34).

5.8.3 An inverse inequality for splines

We prove the following analogous version of (S1).

Proposition 5.8.4. There exists a constant Cinv > 0 such that for all K• ∈ K with
corresponding ansatz space X•, there holds for all Ψ• ∈ X• that

∥h1/2• Ψ•∥L2(Γ) ≤ Cinv ∥Ψ•∥H−1/2(Γ). (5.8.18)

The constant Cinv depends only on the parametrization γ, the polynomial order p, and the
initial mesh T̂0.

Proof. Since X• is a product space of transformed one-dimensional splines, we can assume
without loss of generality that we are in the scalar case, i.e., D = 1. Similarly as in
Section 5.5.9, we show that all Ψ• ∈ X• satisfy the assumptions of Proposition 5.5.3, which
concludes the proof. The condition (5.5.9) is trivially satisfied since each γT is just the
restriction of some γ to T̂ = γ−1(T ). Indeed, (5.7.3) yields that Clip ≤ Cγ . For T ∈ T•,
we abbreviate Ψ̂• := Ψ• ◦ γT . Due to the regularity (5.7.3) of the parametrization γ, it
is sufficient to find a uniform constant ρ̂inf ∈ (0, 1) and some interval R̂T ⊂ T̂ ◦ such that
|R̂T | ≥ ρ̂inf |T̂ |, Ψ̂• does not change sign on R̂T , and

inf
t∈R̂T

|Ψ̂•(t)| ≥ ρ̂inf∥Ψ̂•∥L∞(T̂ ). (5.8.19)

Indeed, one sees as in Section 4.5.3 that |R̂T | ≥ ρ̂inf |T̂ | implies that |RT | ≥ ρinf |T | for
some uniform constant ρinf ∈ (0, 1). Recall that Ψ̂• is just a polynomial of degree p. We
define R̂T as the interval from Lemma 5.5.4 corresponding to the polynomial Ψ̂• on the
interval I := T̂ . With the constant ρ from Lemma 5.5.4, we set ρ̂inf := ρ. Then, (5.8.19) is
satisfied. Moreover, one sees that |R̂T | ≥ ρ̂inf |T̂ |, and that Ψ̂• does not change its sign on
R̂T ⊂ T̂ ◦.
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5.8.4 Stability on non-refined elements (E1)

We show the existence of Cstab ≥ 1 such that for all Ñ• ∈ Ñ, and all Ñ◦ ∈ refine(Ñ•), it
holds that

|η̃◦(Ñ• ∩ Ñ◦)− η̃•(Ñ• ∩ Ñ◦)| ≤ Cstab∥Φ◦ − Φ•∥H−1/2(Γ).

In Section 5.8.5, we will fix the constant Cϱ for the perturbations such that Cstab ≤ Cϱ.

The reverse triangle inequality and the fact that π•(z) = π◦(z) if π̃•(z) ∈ Ñ• ∩ Ñ◦ prove
that

|η̃◦(Ñ• ∩ Ñ◦)− η̃•(Ñ• ∩ Ñ◦)|

≤
∣∣∣

∑

z∈N◦
π̃◦(z)∈Ñ•∩Ñ◦

(
∥h̃1/2π̃◦(z)

∇Γ(f −VΦ◦)∥L2(π◦(z)) − ∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥L2(π◦(z))

)2∣∣∣
1/2

≤
∣∣∣

∑

z∈N◦
π̃◦(z)∈Ñ•∩Ñ◦

∥h̃1/2π̃◦(z)
∇ΓV(Φ◦ − Φ•)∥2L2(π◦(z))

∣∣∣
1/2

.

With the regularity (5.7.3) of γ, local quasi-uniformity (5.7.15), and the equivalence (5.8.11),
we proceed

|η̃◦(Ñ• ∩ Ñ◦)− η̃•(Ñ• ∩ Ñ◦)| ! ∥h1/2◦ ∇ΓV(Φ◦ − Φ•)∥L2(Γ). (5.8.20)

(5.7.10) shows that Φ◦ − Φ• ∈ X◦. Therefore, the inverse inequalities (5.3.34) and (5.8.18)
are applicable, which concludes the proof of (E1). The constant Cstab depends only on
the dimension D, the coefficients of the differential operator P, the parametrization γ, the
polynomial order p, and the initial mesh T̂0.

5.8.5 Reduction on refined elements (E2)

We show the existence of Cred ≥ 1 and 0 < ρred < 1 such that for all Ñ• ∈ Ñ and all
Ñ◦ ∈ refine(Ñ•), there holds that

η̃◦(Ñ◦ \ Ñ•)
2 ≤ ρred η̃•(Ñ•\Ñ◦)

2 + Cred∥Φ◦ − Φ•∥2H−1/2(Γ).

With this, we can fix the constant for the perturbations as

Cϱ := max(Cstab, C
1/2
red ). (5.8.21)
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5 Boundary Element Method

First, we apply the triangle inequality and the Young inequality to see for arbitrary δ > 0
that

η̃◦(Ñ◦ \ Ñ•) =
∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ◦)∥2L2(π◦(z))

≤
∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

(
∥h̃1/2π̃◦(z)

∇Γ(f −VΦ•)∥L2(π◦(z)) + ∥h̃1/2π̃◦(z)
∇ΓV(Φ◦ −Φ•)∥L2(π◦(z))

)2

≤ (1 + δ)
∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥2L2(π◦(z))

+ (1 + δ−1)
∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇ΓV(Φ◦ − Φ•)∥2L2(π◦(z))

.

The second term can be estimated as in Section 5.8.4. To bound the first one, we split each
patch π◦(z) = T◦,left(z) ∪ T◦,right(z) into a (with respect to the parametrization γ) left and
a right element in T◦. We obtain that

∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥2L2(π◦(z))

=
∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥2L2(T◦,left(z))

+
∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥2L2(T◦,right(z))

.

Note that the domains in the first resp. second sum do not overlap. Let z ∈ N◦ with
π̃◦(z) ∈ Ñ◦ \ Ñ•. If z ∈ N•, we define z′ := z, where π̃•(z′) ∈ Ñ• \ Ñ◦. Otherwise,
there exists a unique z′ ∈ N• with z ∈ T•,left(z′), where T•,left(z′) is defined analogously as

above. Again, this implies that π̃•(z′) ∈ Ñ• \ Ñ◦. Altogether, we see with the contraction
property (5.8.12) that

∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥2L2(T◦,left(z))

≤
∑

z′∈N•
π̃•(z′)∈Ñ•\Ñ◦

∑

z∈N◦
z=z′∨z∈T•,left(z

′)\N•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥2L2(T◦,left(z))

≤
∑

z′∈N•
π̃•(z′)∈Ñ•\Ñ◦

ρctr ∥h̃1/2π̃•(z′)
∇Γ(f −VΦ•)∥2L2(T•,left(z′))

.

The same holds for the right elements. Hence, we end up with

∑

z∈N◦
π̃◦(z)∈Ñ◦\Ñ•

∥h̃1/2π̃◦(z)
∇Γ(f −VΦ•)∥2L2(π◦(z))

≤ ρctr
∑

z∈N•
π̃•(z′)∈Ñ•\Ñ◦

∥h̃1/2π̃•(z′)
∇Γ(f −VΦ•)∥2L2(π•(z′))

= ρctr η̃•(Ñ• \ Ñ◦)
2.
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Choosing δ sufficiently small such that ρred := (1 + δ)ρctr < 1 concludes the proof. The
constant Cred depends only on the dimension D, the coefficients of the differential operator
P, the parametrization γ, the polynomial order p, and the initial mesh T̂0.

5.8.6 General quasi-orthogonality (E3)

Exactly as in Section 5.3.3, one shows convergence of the perturbations limℓ→∞ ∥Φℓ+1 −
Φℓ∥H−1/2(Γ) = 0. Therefore, the proof of general quasi-orthogonality (E3) can be copied
verbatim from Section 5.3.7.

5.8.7 Discrete reliability (E4)

We show that there exist qdrel ∈ N0 and Cdrel, Cref ≥ 1 such that for all K• ∈ K and all
K◦ ∈ refine(K•), the subset

R̃•,◦ := Π̃qdrel
• (Ñ• \ Ñ◦) :=

{
π̃•(z) : ∃π̃•(z′) ∈ Ñ• \ Ñ◦ z ∈ N• ∩Πqdrel

• (z′)
}

(5.8.22)

satisfies that

Cϱ∥Φ◦ − Φ•∥H−1/2(Γ) ≤ Cdrel η̃•(R̃•,◦), Ñ• \ Ñ◦ ⊆ R̃•,◦, and µ(R̃•,◦) ≤ Cref(µ(Ñ◦)− µ(Ñ•)).

The second property Ñ• \ Ñ◦ ⊆ R̃•,◦ is obvious. Since the maximal knot multiplicity is
bounded by p+ 1, we have that

µ(R̃•,◦) ! µ(Ñ• \ Ñ◦),

where the hidden constant depends only on p and qdrel. Note that π̃•(z) ∈ Ñ• \ Ñ◦ holds
only if a knot is inserted in the corresponding patch π•(z), where a new knot can be inserted
in at most three old patches. Since µ(Ñ◦)− µ(Ñ•) is the number of all new knots, we see
that

µ(Ñ• \ Ñ◦) ≤ 3
(
µ(Ñ◦)− µ(Ñ•)

)
.

Now, we devote ourselves to the first property ∥Φ◦−Φ•∥H−1/2(Γ) ! η̃•(R̃•,◦). We prove the
assertion in five steps. First, we derive similar versions of (S1)–(S6).
Step 1: In Proposition 5.8.4, we already proved that (S1) holds accordingly. By (5.7.10),
nestedness (S2) with K•,K◦ ∈ K instead of T•,T◦ ∈ T is also satisfied.
Step 2: Next, we prove an adapted version of (S3): For qproj ∈ N0 which will be fixed later

as qproj := p, and qloc := qproj+p, there holds for all K◦ ∈ refine(K•), T ∈ T•\Πqloc+1
•

({
z ∈

N• : π̃•(z) ∈ Ñ• \ Ñ◦
})

, and Ψ◦ ∈ X◦ that

Ψ◦|πqproj
• (T )

∈
{
Ψ•|πqproj

• (T )
: Ψ• ∈ X•

}
. (5.8.23)

To see this, we argue as in Section 5.5.12.
First, we verify by contradiction that6

Πqloc
• (T ) ⊆ Π•

({
z ∈ N• : π̃•(z) ∈ Ñ• ∩ Ñ◦

})
. (5.8.24)

6The proof reveals that this is even true for arbitrary q ∈ N0 instead of qloc = qproj + p.
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5 Boundary Element Method

Suppose there exists T ′ ∈ Πqloc
• (T ) with T ′ ̸∈ Π•

({
z ∈ N• : z̃ ∈ Ñ• ∩ Ñ◦

})
. This is

equivalent to T ∈ Πqloc
• (T ′) and T ′ ∈ T• \ Π•

({
z ∈ N• : π̃•(z) ∈ Ñ• ∩ Ñ◦

})
, which yields

that T ∈ Πqloc
•
(
T• \Π•

({
z ∈ N• : π̃•(z) ∈ Ñ• ∩ Ñ◦

}))
. Note that

T• \Π•
({

z ∈ N• : π̃•(z) ∈ Ñ• ∩ Ñ◦
}
⊆ Π•

({
z ∈ N• : π̃•(z) ∈ Ñ• \ Ñ◦

}
,

since T ′′ in the left-hand side implies that z ̸∈ T ′′ for all π̃•(z) ∈ Ñ•∩ Ñ◦, but T ′′∩N• ̸= ∅,
which implies the existence of π̃•(z) ∈ Ñ• \ Ñ◦ with z ∈ T ′′. Altogether, we see that

T ∈ Πqloc+1
•

({
z ∈ N• : π̃•(z) ∈ Ñ• \ Ñ◦

})
,

which contradicts our assumption for T and thus proves (5.8.24).
Next, we prove (5.8.23). Since X• is a product space of (transformed) splines, we can

assume without loss of generality that D = 1. There holds that

{
Ψ•|πqproj

• (T )
: Ψ• ∈ X•

}
= span

{
β|

π
qproj
• (T )

: β ∈ B• ∧ |supp(β) ∩ πqproj• (T )| > 0
}

as well as

{
Ψ◦|πqproj

• (T )
: Ψ◦ ∈ X◦

}
= span

{
β|

π
qproj
• (T )

: β ∈ B◦ ∧ |supp(β) ∩ πqproj• (T )| > 0
}
.

We show that

{
β ∈ B• : |supp(β) ∩ πqproj• (T )| > 0

}
=
{
β ∈ B◦ : |supp(β) ∩ πqproj• (T )| > 0

}
. (5.8.25)

First, let β be an element of the left-hand side. By Lemma 3.2.1 (ii), supp(β) is connected
and consists of at most p + 1 elements, which implies supp(β) ⊆ πqloc• (T ). We show
by contradiction that no knots are inserted in πqloc• (T ) and thus in supp(β) during the
refinement from K• to K◦. Due to (5.8.24), a corresponding node z′ ∈ N◦ would satisfy
z′ ∈ π•(z) for some z ∈ N• with π̃•(z) ∈ Ñ• ∩ Ñ◦. Since Ñ• ∩ Ñ◦ is just the set of
all (extended) node patches where no new knot is inserted, this leads to a contradiction.
Hence, Lemma 3.2.1 (iii) proves that β ∈ B◦. The proof works the same if we start with
some β in the right-hand side of (5.8.25). This proves (5.8.25) and hence (S3).
Step 3: (S4) still holds true if X• is associated to an arbitrary knot vector K• ∈ K:
According to Remark 5.2.3, we can assume without loss of generality that D = 1. Then,
(S4) follows from Proposition 5.5.5, where the (transformed) B-splines B• := B• satisfy the
required assumptions due to Lemma 3.2.1.
Step 4: For K• ∈ K and a subset of the corresponding mesh S ⊆ T•, we construct a quasi-
interpolatorion projection J•,S : L2(Γ)D →

{
Ψ• ∈ X• : Ψ•|⋃(T•\S) = 0

}
which satisfies

(S5)–(S6) with qproj := p and qsz := p. Since X• is a product space of (transformed) splines,

we may assume without loss of generality that D = 1. With the definition Ŝ :=
{
γ−1(T ′) :

T ′ ∈ S
}
and the dual functions B̂∗

•,j,p of Section 3.3.3, we start in the parameter domain

Ĵ• : L
2(0, 1) → X̂•, ψ̂ 6→

N•∑

j=1
supp(B̂•,j,p)⊆

⋃
Ŝ

∫ 1

0
B̂∗

•,j,p(t) ψ̂(t) dt B̂•,j,p|[0,1). (5.8.26)
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By definition, Ĵ• even maps into
{
Ψ̂• ∈ X̂• : Ψ̂•|⋃(T̂•\Ŝ)

= 0
}
. With this, we can define

J•,S : L2(Γ) →
{
Ψ• ∈ X• : Ψ•|⋃(T•\S) = 0

}
, ψ 6→ Ĵ•(ψ ◦ γ) ◦ γ−1. (5.8.27)

To show (S5), let T ∈ T• with Πqsz
• (T ) ⊆ S and let T̂ be the corresponding element in

the parameter domain. Since
{
γ(T̂ ′) : T̂ ′ ∈ Π•(T̂ )

}
⊆ Π•(T ), this particularly implies

that Πqsz
• (T̂ ) ⊆ Ŝ. Further, let ψ ∈ L2(Γ) and ψ̂ := ψ ◦ γ. There holds that

(J•ψ) ◦ γ|T̂ = (Ĵ•ψ̂)|T̂ =
N•∑

j=1
supp(B̂•,j,p)⊆

⋃
Ŝ

∫ 1

0
B̂∗

•,j,p(t) ψ̂(t) dt B̂•,j,p|T̂ .

The term B̂•,j,p|T̂ does not vanish only if |supp(B̂•,j,p) ∩ T̂ | > 0. Due to Lemma 3.2.1 (ii),

this requires supp(B̂•,j,p) ⊆ πqsz• (T̂ ). Hence, Πqsz
• (T̂ ) ⊆ Ŝ implies that

(J•ψ) ◦ γ|T̂ =
N•∑

j=1

∫ 1

0
B̂∗

•,j,p(t) ψ̂(t) dt B̂•,j,p|T̂ .

The right-hand side just coincides with the quasi-interpolation (Î•ψ̂)|T̂ of Section 3.3.3. If ψ

satisfies that ψ|
π
qproj
• (T )

∈
{
Ψ•|πqproj

• (T )
: Ψ• ∈ X•

}
, and hence ψ̂|

π
qproj
• (T̂ )

∈
{
Ψ̂•|πqproj

• (T̂ )
:

Ψ̂• ∈ X̂•
}
, Proposition 3.3.1 proves that

(J•,Sψ) ◦ γ|T̂ = (Î•ψ̂)|T̂ = ψ̂|T̂ .

This concludes the local projection property (S5).
Finally, we prove local L2-stability (S6). Let again T ∈ T•. With the abbreviations from

before, the regularity (5.7.3) of γ shows that

∥J•,Sψ∥L2(T ) ≃ ∥Ĵ•,Ŝ ψ̂∥L2(T̂ ).

As in the proof of Proposition 3.3.1, the local quasi-uniformity (5.7.15) yields that

∥Ĵ•,Ŝ ψ̂∥L2(T̂ ) ! ∥ψ̂∥L2(πqsz
• (T̂ )).

Thus, the regularity (5.7.3) of γ implies that

∥ψ̂∥L2(πqsz
• (T̂ )) ! ∥ψ∥L2(πqsz

• (T )),

which concludes (S6). The constant Csz depends only the constant Cγ , the polynomial

order p, and the initial mesh T̂0.
Step 5: We set

qdrel := qsupp +max(qloc, qsz) + 2.
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Replacing T• ∩ T◦ by Π•
({

z ∈ N• : π̃•(z) ∈ Ñ• ∩ Ñ◦
})

as well as T• \ T◦ by Π•
({

z ∈ N• :

π̃•(z) ∈ Ñ• \ Ñ◦
})

and using the properties from the Steps 1–4, one can show exactly as in
the Steps 1–3 of Section 5.3.8 that

∥Φ◦ − Φ•∥H−1/2(Γ) ! ∥h1/2• ∇ΓV(φ− Φ•)∥L2
(
π
qdrel+1
• ({z∈N•:π̃•(z)∈Ñ•\Ñ◦})

),

where the adapted (5.3.68) follows from (5.8.24). Recalling the definition (5.8.22) of R̃•,◦,
we see that

πqdrel+1
• ({z ∈ N• : π̃•(z) ∈ Ñ• \ Ñ◦}) =

⋃{
π•(z) : z ∈ N• ∧ π̃•(z) ∈ R̃•,◦

}
.

Therefore, we obtain with the regularity (5.7.3) of γ, local quasi-uniformity (5.7.15), and
the equivalence (5.8.11) that

Cϱ∥Φ◦ − Φ•∥H−1/2(Γ) ≤ Cdrel

( ∑

z∈N•
π̃•(z)∈R̃•,◦

∥h̃π̃•(z)∇ΓV(Φ◦ − Φ•)∥2L2(π•(z))

)1/2

= Cdrelη̃•(R̃•,◦),

where the constant Cdrel depends only on the perturbation constant Cϱ, the dimension D,
the coefficients of the differential operator P, the parametrization γ, the polynomial order
p, and the initial mesh T̂0.

5.8.8 Son estimate (T1)

Let ℓ ∈ N0. During the refinement from the extended node patches Ñℓ to Ñℓ+1 of Algo-
rithm 5.8.1, one can increase the multiplicity of at most #Nℓ nodes, and only #Tℓ = #Nℓ

bisections can take place. Therefore, the number of newly inserted knots is bounded by
2#Nℓ ≤ 2µ(Ñℓ). With Cson := 3, we see that

µ(Ñℓ+1) ≤ Csonµ(Ñℓ).

5.8.9 Closure estimate (T2)

Let ℓ ∈ N0. For all j ∈ N0, let Ñj be the extended node patches, M̃j ⊆ Ñj the marked
extended node patches with corresponding nodes Mj ⊆ Nj, and M′

j ⊆ Tj the marked
elements of Algorithm 5.7.2 and Algorithm 5.8.1. With the auxiliary refinement Algo-
rithm 5.7.1, we recursively define K(0) := K0 and K(j) := refine(K(j−1),M′

j−1) for j ∈ N.
Note that T(j) = Tj for all j ∈ N0. [AFF+13, Theorem 3] shows that these meshes satisfy
the closure estimate, i.e.,

#Tℓ −#T0 ≤ C ′
clos

ℓ−1∑

j=0

#M′
j , (5.8.28)

where the constant C ′
clos > 0 depends only on the initial mesh T̂0. The proof works as in

Section 5.5.7. Since µ(Ñℓ) − µ(Ñ0) is just the number of newly inserted knots, this term
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can be written as the number of all bisections #Tℓ−#T0 plus the number of all multiplicity
increases. Since, only the multiplicity of marked nodes can be increased, we derive with
(5.8.28) that

µ(Ñℓ)− µ(Ñ0) ≤ #Tℓ −#T0 +
ℓ−1∑

j=0

#Mj ≤ C ′
clos

ℓ−1∑

j=0

#M′
j +

ℓ−1∑

j=0

#Mj .

Note that the refinement strategy of Algorithm 5.7.2 yields that #M′
j ≤ 2#Mj. Together

with #Mj ≤ µ(M̃j), this concludes the proof of (T2).

5.8.10 Overlay property (T3)

Let Ñ•, Ñ⋆ ∈ Ñ. We define Ñ◦ via N◦ := N• ∪ N⋆ with #◦z := max(#•z,#⋆z) for
all z ∈ N◦. [AFF+13, Theorem 3] shows that the corresponding mesh T◦ satisfies local
quasi-uniformity (5.7.15). The simple proof works as in Section 5.5.8. Thus, we see that
the corresponding knots K◦ are admissible, wherefore Ñ◦ ∈ Ñ. Clearly, we have that
Ñ◦ ∈ refine(Ñ•) ∩ refine(Ñ⋆). Further, by definition, there holds that

µ(Ñ◦) ≤ µ(Ñ•) + µ(Ñ⋆)− µ(Ñ0).

5.8.11 Proof of Theorem 5.7.4 for rational hierarchical splines

As mentioned in Remark 5.7.6, Theorem 5.7.4 is still valid if one replaces the ansatz space
X• for K• ∈ K by rational hierarchical splines, i.e., by the set

XW0
• =

{
W−1

0 Ψ• : Ψ• ∈ X•

}
, (5.8.29)

where Ŵ0 = W0 ◦ γ−1 is a fixed positive weight function in the initial space of splines
Ŝp(K̂0), where we additionally assume the representation (5.7.26). The mesh properties
(M1)–(M5) as well as the refinement axioms (T1)–(T3) are independent of the discrete
spaces. To verify the validity of Theorem 5.7.4 in the rational setting, it thus only remains
to verify the axioms (E1)–(E4) for the rational boundary element spaces. Note that these
axioms hinge only on the similar versions of (S1)–(S6) from Section 5.8.7.

To see the inverse estimate (S1), i.e., Proposition 5.8.4, in the rational setting, it is again
sufficient to consider D = 1. We proved Proposition 5.8.4 for X• by applying Proposi-
tion 5.5.3 for all Ψ• ∈ X•. With the notation from the proof of Proposition 5.8.4, we
showed for all T ∈ T• that

inf
x∈RT

|Ψ•(x)| ≥ ρinf∥Ψ•∥L∞(T ) for all Ψ• ∈ X•,

where Ψ• does not change sign on RT . With 0 < wmin := infx∈Γ W0(x), wmax :=
supx∈Γ W0(x), and ρ̃inf := ρinfwmin/wmax, this yields for all Ψ• ∈ X• that

ρ̃inf∥W−1
0 Ψ•∥L∞(T ) ≤

ρinf
wmax

∥Ψ•∥L∞(T ) ≤
1

wmax
inf

x∈RT

|Ψ•(x)| ≤ inf
x∈RT

|W−1
0 Ψ•(x)|.
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In particular, the conditions for Proposition 5.5.3 are also satisfied for the functions in
XW0
• , which concludes (S1).
The (adapted) properties (S2)–(S3) depend only on the numerator of the rational splines

and thus transfer.
For the proof of (S4), we exploit the representation (5.7.26) to verify the conditions of

the abstract Proposition 5.5.5. Again, we assume without loss of generality that D = 1.
Let K̂• ∈ K̂. Note that Ŵ0 is also an element of the spline space Ŝp(K̂•). In particular, it
can be written as linear combination of B-splines in B̂•. The representation (5.7.26) and the
two-scale relation with only non-negative coefficients between bases of consecutive levels of
Section 3.4 yields that the corresponding coefficients are non-negative. This implies that

Ŵ0 =
N•∑

j=1

w•,j B̂•,j,p|[0,1) with non-negative coefficients w•,j ≥ 0.

With the choice

B• :=
{w•,jB̂•,j,p

Ŵ0

◦ γ−1 : j ∈ {1, . . . , N•}
}
,

Lemma 3.2.1 shows that the assumptions of Proposition 5.5.5 are satisfied.
To see the (adapted) properties (S5)–(S6), we define the corresponding projection oper-

ator

JW0
•,S : L2(Γ)D →

{
Ψ• ∈ X• : Ψ•|⋃(T•\S) = 0

}
, ψ 6→ W−1

0 J•,S(W0ψ). (5.8.30)

The desired properties transfer immediately from the non-rational case.

5.9 Numerical experiments with one-dimensional splines

In this section, we empirically investigate the performance of Algorithm 5.7.3 in three
typical situations: In Section 5.9.1, the solution is piecewise smooth on Γ = ∂Ω with
certain jumps which locally require discontinuous ansatz functions. In Section 5.9.2, the
solution exhibits a generic (i.e., geometry induced) singularity.

We consider the Laplace–Dirichlet problem

−∆u = 0 in Ω,

u = g on Γ,
(5.9.1)

for given Dirichlet data g ∈ H1/2(Γ). The fundamental solution of −∆ is given by

G(z) := − 1

2π
log |z| for all z ∈ R2 \ {0}. (5.9.2)

To guarantee ellipticity of the corresponding single-layer operator V, we additionally sup-
pose that diam(Ω) < 1; see Section 5.1.3. Then, (5.9.1) can be equivalently rewritten as
integral equation (5.1.14); see, e.g., [McL00, Theorem 7.6], [Ste08a, Section 7.1], or [SS11,
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Section 3.4.2.1]. Indeed, the normal derivative φ := ∂νu of the weak solution u of (5.9.1)
satisfies the integral equation (5.1.14) with f := (K + 1/2)g, i.e.,

Vφ = (K+ 1/2)g, (5.9.3)

where

K : H1/2(Γ) → H1/2(Γ) (5.9.4)

denotes the double-layer operator. According to [SS11, Corollary 3.3.12 and Theorem 3.3.13],
if Γ is piecewise smooth and if g ∈ L∞(Γ), there holds for all x ∈ Γ the representation

Kg(x) =

∫

Γ
g(y)∂ν(y)G(x, y) dy if Γ is smooth in x and g is continuous at x. (5.9.5)

These conditions are satisfied for all considered examples. Indeed, the boundary Γ is
parametrized via rational splines, i.e., there exists a polynomial order pγ ∈ N, a pγ-open

knot vector K̂γ on [0, 1], and a positive spline weight function

Ŵγ =

Nγ∑

j=1

wγ,j B̂γ,j,p|[0,1) with non-negative coefficients wγ,j ≥ 0. (5.9.6)

such that

γ ∈
{
Ŵ−1

γ Ŝ : Ŝ ∈ Ŝpγ(K̂γ)
2
}

(5.9.7)

Based on the knots K̂γ for the geometry, we choose the initial knots K̂0 for the discreti-

sation such that (at least) the corresponding nodes coincide, i.e., N̂0 = N̂γ . As basis for
the considered ansatz spaces, we use (5.7.8). To (approximately) calculate the Galerkin
matrix, the right-hand side vector, and the weighted-residual error estimator7 (5.7.17), we
transform the singular integrands into a sum of a smooth part and a logarithmically sin-
gular part. Then, we use adapted Gauss quadrature to compute the resulting integrals
with appropriate accuracy; see [Gan14, Section 5] for details. For the (dense) Galerkin
matrix, we do not apply any matrix compression techniques such as wavelet methods
[BCR91, DHS06, HR10], fast multipole methods [GR87, TM12, DHK+17], or H-matrix
methods [Hac99, MZBF15].

To (approximately) calculate the energy error, we proceed as follows: Let Φℓ ∈ Xℓ be
the Galerkin approximation of the ℓ-th step with the corresponding coefficient vector cℓ.
Further, let Vℓ be the Galerkin matrix. With Galerkin orthogonality (5.8.15) and the
energy norm ∥φ∥2V = ⟨Vφ , φ⟩ obtained by Aitken’s ∆2-extrapolation, we can compute the
energy error as

∥φ− Φℓ∥2V = ∥φ∥2V − ∥Φℓ∥2V = ∥φ∥2V − Vℓcℓ · cℓ. (5.9.8)

7To ease computation, we replace the term |πℓ(z)| in the error indicators ηℓ(z) = ∥|πℓ(z)|
1/2∇Γ(f −

VΦℓ)∥πℓ(z) by the equivalent term diam(Γ) ĥℓ. Here, ĥℓ ∈ L∞(Γ) denotes the mesh-width function with

ĥℓ|T = |γ−1(T )| for all T ∈ Tℓ.
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5 Boundary Element Method

5.9.1 Jump solution on square

We consider the Laplace–Dirichlet problem (5.9.1) on the square

Ω := (0, 1/4)2; (5.9.9)

see Figure 5.7. The boundary Γ is parametrized on [0, 1] by a (non-rational) spline curve
of degree pγ := 1, where K̂γ := (0, 0, 1/4, 1/2, 3/4, 1, 1). We prescribe the exact solution of
(5.9.1) as

u(x1, x2) := sinh(2πx1) cos(2πx2), (5.9.10)

and consider the corresponding integral equation (5.9.3). The normal derivative φ = ∂νu
of u reads

φ(x1, x2) = 2π

(
cosh(2πx1) cos(2πx2)
sinh(2πx1) cos(2πx2)

)
· ν(x1, x2). (5.9.11)

It is smooth up to four points as can be seen in Figure 5.8.
We employ splines of degree p := pγ with initial knots K̂0 := K̂γ . The parameters of

Algorithm 5.7.3 are chosen as θ = 0.75 and Cmin = 1. For comparison, we also consider
uniform refinement, where we mark all nodes in each step, i.e., Mℓ = Nℓ for all ℓ ∈ N0. Note
that this leads to uniform bisection (without knot multiplicity increase) of all elements.
In Figure 5.9, the corresponding errors and error estimators are illustrated. All values
are plotted in a double logarithmic scale such that the experimental convergence rates
are visible as the slope of the corresponding curves. Although we only proved reliability
(5.7.22) of the employed estimator, the curves for the error and the estimator are parallel
in each case, which numerically indicates reliability and efficiency. The solution φ ◦ γ has
jumps at the points t = 1/4, t = 1/2, and t = 1 resp. t = 0. As the knots K̂γ used
for the parametrization of Γ all have multiplicity one, the functions of the isogeometric
initial ansatz space are continuous at the points t = 1/4, t = 1/2. Uniform refinement
leads to the suboptimal rate O(N−1) for the energy error, whereas adaptive refinement
increases the knot multiplicity at these problematic points and leads again to the optimal
rate O(N−3/2−p) = O(N−5/2); see [SS11, Corollary 4.1.34].

5.9.2 Singular solution on pacman geometry

We consider the Laplace–Dirichlet problem (5.9.1) on the pacman geometry

Ω :=

{
r

(
cos(β)
sin(β)

)
: r ∈ (0, 1/4) ∧ β ∈ (−π/2τ ,π/2τ )

}
, (5.9.12)

with τ := 4/7; see Figure 5.10. The geometry is parametrized on [0, 1] by a rational spline
curve of degree pγ := 2, where

K̂γ := (0, 0, 0, 1/6, 1/6, 1/3, 1/3, 1/2, 1/2, 2/3, 2/3, 5/6, 5/6, 1, 1, 1), (5.9.13)

and with the abbreviation w := cos(π/τ),

(wγ,1, . . . , wγ,13) := (1, w, 1, w, 1, 1, 1, 1, 1, w, 1, w, 1); (5.9.14)
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5.9 Numerical experiments with one-dimensional splines

see [FGP15, Section 5.3]. We prescribe the exact solution of (5.9.1) as

u(x1, x2) := rτ cos (τβ) (5.9.15)

in polar coordinates (x1, x2) = r(cos β, sin β) with β ∈ (−π,π). We consider the corre-
sponding integral equation (5.9.3). The normal derivative φ = ∂νu of u reads

φ(x1, x2) =

(
cos(β) cos (τβ) + sin(β) sin (τβ)
sin(β) cos (τβ)− cos(β) sin (τβ)

)
· ν(x1, x2) · τ · rτ−1 (5.9.16)

and has a generic singularity at the origin. In Figure 5.11, the solution φ is plotted over
the parameter domain. The singularity is located at t = 1/2 and two jumps are located at
t = 1/3 resp. t = 2/3.

First, we make a pure isogeometric approach and choose the polynomial degree p := pγ ,

the initial knots K̂0 := K̂γ , and Ŵ0 := Ŵγ ; see Remark 5.7.6. We choose the parameters
of Algorithm 5.7.3 as θ = 0.75 and Cmin = 1. For comparison, we also consider uniform
refinement, where we mark all nodes in each step, i.e., Mℓ = Nℓ for all ℓ ∈ N0. Note
that this leads to uniform bisection (without knot multiplicity increase) of all elements. In
Figure 5.12, the corresponding errors and error estimators are plotted. All values are plotted
in a double logarithmic scale such that the experimental convergence rates are visible as
the slope of the corresponding curves. Although we only proved reliability (5.7.22) of the
employed estimator, the curves for the error and the estimator are parallel in each case,
which numerically indicates reliability and efficiency. Since the solution lacks regularity,
uniform refinement leads to the suboptimal rate O(N−4/7) for the energy error, whereas
adaptive refinement leads to the optimal rate O(N−3/2−p) = O(N−7/2). For adaptive
refinement, Figure 5.13 provides a histogram of the knots in [a, b] of the last refinement
step. We observe that at 1/2, where the singularity occurs, mainly h-refinement is used.
Instead, at the two jump points 1/3 and 2/3, the adaptive algorithm just increases the
multiplicity of the corresponding knots to its maximum allowing for discontinuous ansatz
functions.

Next, we consider non-rational splines with
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i.e., the initial ansatz space mimics (if possible) the smoothness of the geometry repre-
sentation γ at the nodes N̂0 = N̂γ . Note that γ is only continuous and not necessarily
differentiable at the nodes. Again, we consider adaptive refinement with θ = 0.75 and
Cmin = 1 and uniform refinement. For p = 2, we compare in Figure 5.14 the energy errors
with the isogeometric approach from before. In Figure 5.15 and 5.9.3, we plot the errors
and the estimators for p ∈ {0, 1, 2, 3}. Again, adaptive refinement leads to the optimal
convergence rate O(N−3/2−p).
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5 Boundary Element Method

5.9.3 Singular solution on heart geometry

We consider the Laplace–Dirichlet problem (5.9.1) on the heart geometry (consisting of
two semicircles and a square)

Ω :=

{
r

(
cos(β)
sin(β)

)
−
(
−1/8
−1/8

)
: r ∈ [0,

√
2/8) ∧ β ∈ [π/4, 5π/4]

}

∪
{
r

(
cos(β)
sin(β)

)
−
(

1/8
−1/8

)
: r ∈ [0,

√
2/8) ∧ β ∈ [−π/4, 3π/4]

}

∪ co

({(
−1/8
−1/8

)
,

(
0

−1/2

)
,

(
1/8
−1/8

)
,

(
0
0

)})◦

(5.9.17)

where co(·)◦ denotes the interior of the convex hull of a set; see Figure 5.17. The geometry
is parametrized on [0, 1] by a rational spline curve of degree pγ := 2, where

K̂γ := (0, 0, 0, 1/6, 1/6, 1/3, 1/3, 1/2, 1/2, 2/3, 2/3, 5/6, 5/6, 1, 1, 1), (5.9.18)

and with the abbreviation w := 1/
√
2,

(wγ,1, . . . , wγ,13) := (1, w, 1, w, 1, 1, 1, w, 1, 1, 1, 1, 1); (5.9.19)

see [CHB09, Section 2.4.1.1]. We set τ := 2/3 and prescribe the exact solution of (5.9.1) as

u(x1, x2) := rτ cos (τ(β + π/2)) (5.9.20)

in polar coordinates (x1, x2) = r(cos β, sin β) with β ∈ (−3π/2,π/2). We consider the
corresponding integral equation (5.9.3). With the abbreviation β̃ := β + π/2, the normal
derivative φ = ∂νu of u reads

φ(x1, x2) =

(
cos(β̃) cos(τ β̃) + sin(β̃) sin(τ β̃)

sin(β̃) cos(τ β̃)− cos(β̃) sin(τ β̃)

)

· ν(x1, x2) · τ · rτ−1 (5.9.21)

and has a generic singularity at the origin. In Figure 5.18, the solution φ is plotted over
the parameter domain. The singularity is located at t = 1/2.

First, we make a pure isogeometric approach and choose the polynomial degree p := pγ ,

the initial knots K̂0 := K̂γ , and Ŵ0 := Ŵγ ; see Remark 5.7.6. We choose the parameters
of Algorithm 5.7.3 as θ = 0.75 and Cmin = 1. For comparison, we also consider uniform
refinement, where we mark all nodes in each step, i.e., Mℓ = Nℓ for all ℓ ∈ N0, which leads
to uniform bisection (without knot multiplicity increase) of all elements. In Figure 5.19,
the corresponding errors and error estimators are plotted. All values are plotted in a double
logarithmic scale such that the experimental convergence rates are visible as the slope of
the corresponding curves. Again, the curves for the error and the estimator are parallel in
each case. Since the solution lacks regularity, uniform refinement leads to the suboptimal
rate O(N−2/3) for the energy error, whereas adaptive refinement leads to the optimal rate
O(N−3/2−p) = O(N−7/2).
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5.9 Numerical experiments with one-dimensional splines

Next, we consider non-rational splines with
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,

i.e., the initial ansatz space mimics (if possible) the smoothness of the geometry repre-
sentation γ at the nodes N̂0 = N̂γ . Note that γ is only continuous and not necessarily
differentiable at the nodes. As before, we consider adaptive refinement with θ = 0.75 and
Cmin = 1 and uniform refinement. For p = 2, we compare in Figure 5.20 the energy errors
with the isogeometric approach from before. In Figure 5.21 and 5.9.3, we plot the errors
and the estimators for p ∈ {0, 1, 2, 3}. Again, adaptive refinement leads to the optimal
convergence rate O(N−3/2−p).
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5 Boundary Element Method
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Figure 5.7: Geometry and initial nodes for the experiment of Section 5.9.1.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-15

-10

-5

0

5

10

15

20

parameter domain

so
lu
ti
on

Figure 5.8: Experiment with jump solution on square of Section 5.9.1. The solution φ ◦ γ
is plotted on the parameter parameter domain.
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5.9 Numerical experiments with one-dimensional splines
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Figure 5.9: Experiment with jump solution on square of Section 5.9.1. Energy error ∥φ −
Φℓ∥V and estimator ηℓ of Algorithm 5.7.3 for splines of degree p = 1 are plotted
versus the number of knots N . Uniform and adaptive (θ = 0.75) refinement is
considered.
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5 Boundary Element Method
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Figure 5.10: Geometry and initial nodes for the experiment of Section 5.9.2.
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Figure 5.11: Experiment with singular solution on pacman geometry of Section 5.9.2. The
singular solution φ ◦ γ is plotted on the parameter domain, where 0.5 corre-
sponds to the origin, where φ is singular.
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5.9 Numerical experiments with one-dimensional splines
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Figure 5.12: Experiment with singular solution on pacman geometry of Section 5.9.2. En-
ergy error ∥φ−Φℓ∥V and estimator ηℓ of Algorithm 5.7.3 for rational splines of
degree p = 2 are plotted versus the number of knots N . Uniform and adaptive
(θ = 0.75) refinement is considered.
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Figure 5.13: Experiment with singular solution on pacman geometry of Section 5.9.2. His-
togram of number of knots over the parameter domain for the knot vector K28

generated by Algorithm 5.7.3 (with θ = 0.75) for rational splines of degree
p = 2. Knots with maximal multiplicity p+ 1 = 3 are marked.
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5.9 Numerical experiments with one-dimensional splines
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Figure 5.14: Experiment with singular solution on pacman geometry of Section 5.9.2. En-
ergy error ∥φ−Φℓ∥V and estimator ηℓ of Algorithm 5.7.3 for (rational) splines
of degree p = 2 are plotted versus the number of knots N . Uniform and
adaptive (θ = 0.75) refinement is considered.
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Figure 5.15: Experiment with singular solution on pacman geometry of Section 5.9.2. En-
ergy error ∥φ−Φℓ∥V and estimator ηℓ of Algorithm 5.7.3 for splines of degree
p ∈ {0, 1, 2, 3} are plotted versus the number of knots N . Uniform and adap-
tive (θ = 0.75) refinement is considered.
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Figure 5.16: Experiment with singular solution on pacman geometry of Section 5.9.2. The
energy errors ∥φ−Φℓ∥V of Algorithm 5.7.3 for splines of degree p ∈ {0, 1, 2, 3}
are plotted versus the number of knots N . Uniform (for p = 0) and adaptive
(θ = 0.75 for p ∈ {0, 1, 2, 3}) refinement is considered.
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Figure 5.17: Geometry and initial nodes for the experiment of Section 5.9.3.
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Figure 5.18: Experiment with singular solution on heart geometry of Section 5.9.3. The
solution φ ◦ γ is plotted on the parameter domain.
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5.9 Numerical experiments with one-dimensional splines
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Figure 5.19: Experiment with singular solution on heart geometry of Section 5.9.3. Energy
error ∥φ − Φℓ∥V and estimator ηℓ of Algorithm 5.7.3 for rational splines of
degree p = 2 are plotted versus the number of knots N . Uniform and adaptive
(θ = 0.75) refinement is considered.
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Figure 5.20: Experiment with singular solution on heart geometry of Section 5.9.3. Energy
error ∥φ − Φℓ∥V and estimator ηℓ of Algorithm 5.7.3 for (rational) splines of
degree p = 2 are plotted versus the number of knots N . Uniform and adaptive
(θ = 0.75) refinement is considered.
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Figure 5.21: Experiment with singular solution on heart geometry of Section 5.9.3. Energy
error ∥φ− Φℓ∥V and estimator ηℓ of Algorithm 5.7.3 for splines of degree p ∈
{0, 1, 2, 3} are plotted versus the number of knots N . Uniform and adaptive
(θ = 0.75) refinement is considered.
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Figure 5.22: Experiment with singular solution on heart geometry of Section 5.9.3. The
energy errors ∥φ−Φℓ∥V of Algorithm 5.7.3 for splines of degree p ∈ {0, 1, 2, 3}
are plotted versus the number of knots N . Uniform (for p = 0) and adaptive
(θ = 0.75 for p ∈ {0, 1, 2, 3}) refinement is considered.
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