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Analysis of the hp-version of a first order system
least squares method for the Helmholtz equation

M. Bernkopf and J.M. Melenk

Abstract Extending the wavenumber-explicit analysis of [4], we analyze the L2-
convergence of a least squares method for the Helmholtz equation with wavenumber
k. For domains with an analytic boundary, we obtain improved rates in the mesh
size h and the polynomial degree p under the scale resolution condition that hk/p is
sufficiently small and p/ logk is sufficiently large.

1 Introduction

We consider the following Helmholtz problem:

−∆u− k2u = f in Ω ,

∂nu− iku = g on ∂Ω ,
(1)

where k ≥ k0 > 0 is real. For large k, the numerical solution of (1) is challenging
due to the requirement to resolve the oscillatory nature of the solution. A second
challenge arises in classical, H1-conforming discretizations of (1) from the fact
that the Galerkin method is not an energy projection, and a meaningful approxi-
mation is only obtained under more stringent conditions on the mesh size h and the
polynomial degree p than purely approximation theoretical considerations suggest.
This shortcoming has been analyzed in the literature. In particular, as discussed in
more detail in [20, 6], the analyses [11, 12, 13, 1, 19, 20, 6] show that high order
methods are much better suited for the high-frequency case of large k than low or-
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der methods. Alternatives to the classical Galerkin methods that are still based on
high order methods include stabilized methods for Helmholtz [8, 9, 10, 27], hy-
bridizable methods [3], least-squares type methods [4] and Discontinuous Petrov
Galerkin methods, [23, 5]. An attractive feature of least squares type methods is that
the resulting linear system is always solvable and that they feature quasi-optimality,
albeit in some nonstandard residual norms. In the present paper, we show for the
least squares method (4) an a priori estimate in the more tractable L2(Ω)-norm un-
der the scale resolution condition (35). For that, we closely follow [4]. Our key
refinement over [4] is an improved regularity estimate for the solution of a suit-
able dual problem (cf. Lemma 3.1 vs. [4, Lemma 5.1]) that allows us to establish
the improved p-dependence in the L2(Ω)-error estimate (cf. Theorem 5.1 vs. [4,
Thm. 2.5]). As a tool, which is of independent interest, we develop approximation
operators in Raviart-Thomas and Brezzi-Douglas-Marini spaces with optimal (in h
and p) approximation rates simultaneously in L2(Ω) and HHH(div,Ω).

Throughout this paper, if not otherwise stated, we assume the following:

Assumption 1.1 In spatial dimension d = 2,3 the bounded Lipschitz domain Ω ⊂
Rd has an analytic boundary. The wavenumber k satisfies k ≥ k0 > 0. Furthermore
f ∈ L2(Ω) and g ∈ L2(∂Ω).

Remark 1.2. Under Assumption 1.1 we may apply [2, Thm. 1.8] to conclude that
the solution u ∈ H1(Ω) satisfies the a priori bound

‖u‖H1(Ω)+ k‖u‖L2(Ω) ≤C(‖ f‖L2(Ω)+‖g‖L2(∂Ω)), (2)

where C > 0 is independent of k. ut

Notation and preliminaries: Boldface letters like VVV , ϕϕϕ and ΠΠΠ will be reserved
for quantities having more than one spatial dimensions, while normal letters like
W , u and Π will be used for quantities with one spatial dimension. The reference
element will be denoted by K̂, whereas the physical one will just be denoted by K.
In a similar way, we will distinguish between objects associated with the reference
element and the physical one. A function defined on the reference element K̂ will
therefore be denoted by û, while a function defined on the physical element K will
be denoted by u. We will follow the same convention when it comes to operators
acting on a function space. Therefore operators acting on functions defined on K̂ or
K will be denoted by Π̂ or Π respectively. Generic constants will either be denoted
by C or hidden inside a . and will be independent of the wavenumber k, the mesh
size h and the polynomial degree p, if not otherwise stated.
Outline: The outline of this paper is as follows. In Section 2 we introduce the first
order system least squares (FOSLS) method itself, followed by Section 3, where we
prove a refined duality argument (Lemma 3.1), which is later used to derive an a
priori estimate (Theorem 5.1) of the method. Key ingredients are the results of [17],
where a frequency explicit splitting of the solution to (1) is performed when the data
has higher order Sobolev regularity. Section 4 is concerned with the approximation
properties of Raviart-Thomas and Brezzi-Douglas-Marini spaces. We therefore fol-
low the methodology of [19] in order to construct approximation operators, which
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are not only p-optimal and approximate simultaneous in L2(Ω) and H1(Ω), but
also admit an elementwise construction. Section 5 is then devoted to the a priori es-
timate. Concluding, we give numerical examples which compliment the theoretical
findings and compare the method to the classical FEM in Section 6.

2 First order system least squares method and useful results

In the present Section we introduce the method of [4] and list some useful results
which are used later in the paper.

2.1 First order system least squares

We employ the complex Hilbert spaces

VVV = {ϕϕϕ ∈HHH(div,Ω) : ϕϕϕ ·nnn ∈ L2(∂Ω)} and W = H1(Ω),

where VVV is endowed with the usual graph norm and W with the classical H1(Ω)-
norm. On VVV ×W we introduce the bilinear form b and the linear functional F by

b((ϕϕϕ,u),(ψψψ,v)) := (ikϕϕϕ +∇u, ikψψψ +∇v)Ω +(iku+∇ ·ϕϕϕ, ikv+∇ ·ψψψ)Ω+

k(ϕϕϕ ·nnn+u,ψψψ ·nnn+ v)∂Ω ,

F((ψψψ,v)) := (−ik−1 f , ikv+∇ ·ψψψ)Ω +(ig,ψψψ ·nnn+ v)∂Ω ,

where (u,v)Ω =
∫

Ω
uvdx. If u ∈ H1(Ω) is the weak solution to (1) then the pair

(ϕϕϕ,u) with ϕϕϕ = ik−1∇u is in fact in VVV ×W due to the assumed regularity of the data
and the domain and therefore satisfies

b((ϕϕϕ,u),(ψψψ,v)) = F((ψψψ,v)) ∀(ψψψ,v) ∈VVV ×W. (3)

For a given regular mesh Th we consider the finite element spaces VVV h =RTRTRTp(Th)⊂
VVV or VVV h = BDMBDMBDMp(Th) ⊂ VVV and Wh = Sp(Th) ⊂W , where RTRTRTp(Th) denotes the
Raviart-Thomas space and BDMBDMBDMp(Th) the Brezzi-Douglas-Marini space; see Sec-
tion 4 for further detail and definitions. The FOSLS method is to find (ϕϕϕh,uh) ∈
VVV h×Wh such that

b((ϕϕϕh,uh),(ψψψh,vh)) = F((ψψψh,vh)) ∀(ψψψh,vh) ∈VVV h×Wh. (4)

Remark 2.1. Based on the a priori estimate (2) reference [4, Thm. 2.4] asserts the
existence of C > 0 independent of k such that

‖ϕϕϕ‖2
L2(Ω)+‖u‖

2
L2(Ω)+ k‖ϕϕϕ ·nnn+u‖2

L2(∂Ω) ≤Cb((ϕϕϕ,u),(ϕϕϕ,u)), ∀(ϕϕϕ,u) ∈VVV ×W,
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which immediately gives uniqueness. Together with the fact that the pair (ϕϕϕ,u) with
ϕϕϕ = ik−1∇u is a solution, we have unique solvability of (3). ut

2.2 Auxiliary results

We will need the following decomposition result for the refined duality argument in
Lemma 3.1.

Proposition 2.2 ([17, Thm. 4.5] combined with [2, Thm. 1.8]). Let Ω ⊂ Rd ,d ∈
{2,3}, be a bounded Lipschitz domain with an analytic boundary. Fix s ∈ N0. Then
there exist constants C,γ > 0 independent of k such that for every f ∈ Hs(Ω) and
g ∈ Hs+1/2(∂Ω) the solution u = Sk( f ,g) of (1) can be written as u = uA +uHs+2 ,
where, for all n ∈ N0 there holds

‖uA‖H1(Ω)+ k‖uA‖L2(Ω) ≤C(‖ f‖L2(Ω)+‖g‖H1/2(∂Ω)), (5)∥∥∇
n+2uA

∥∥
L2(Ω)

≤Cγ
nk−1 max{n,k}n+2(‖ f‖L2(Ω)+‖g‖H1/2(∂Ω)), (6)

‖uHs+2‖Hs+2(Ω)+ ks+2 ‖uHs+2‖L2(Ω) ≤C(‖ f‖Hs(Ω)+‖g‖Hs+1/2(∂Ω)). (7)

Remark 2.3. Interpolation between L2(Ω) and Hs+2(Ω) in Proposition 2.2 gives
estimates for lower order Sobolev norms: Since we have for any v ∈ Hm(Ω)

‖v‖H j(Ω) ≤C‖v‖
j

m
Hm(Ω)

‖v‖
m− j

m
L2(Ω)

, j ∈ {0, . . . ,m},

Proposition 2.2 implies for j ∈ {0, . . . ,s+2}

ks+2− j ‖uHs+2‖H j(Ω) ≤C(‖ f‖Hs(Ω)+‖g‖Hs+1/2(∂Ω)).

ut

Furthermore we often use the multiplicative trace inequality. We remind the reader
of the general form, even though we only need it in the special case s = 1.

Proposition 2.4 ([16, Thm. A.2]). Let Ω ⊂ Rd be a Lipschitz domain and s ∈
(1/2,1]. Then there exists a constant C > 0 such that for all u ∈ Hs(Ω) there holds

‖u‖L2(∂Ω) ≤C‖u‖1−1/(2s)
L2(Ω)

‖u‖1/(2s)
Hs(Ω)

,

where the left-hand side is understood in the trace sense.
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3 Duality Argument

We extend the results of [4, Lemma 5.1] by showing that the function ψψψH2 ∈
HHH1(div,Ω), constructed therein, can actually be modified to satisfy ψψψH2 ∈HHH2(Ω)
and still allow for wavenumber-explicit higher order Sobolev norm estimates.

Lemma 3.1. For any (ϕϕϕ,w)∈VVV×W there exists (ψψψ,v)∈VVV×W such that ‖w‖2
L2(Ω)=

b((ϕϕϕ,w),(ψψψ,v)). The pair (ψψψ,v) admits a decomposition ψψψ = ψψψA +ψψψH2 , v =
vA + vH2 , where ψψψA and vA are analytic in Ω , ψψψH2 ∈ HHH2(Ω), and vH2 ∈ H2(Ω).
Furthermore there exist constants C,γ > 0 independent of k such that for all n ∈N0

‖ψψψA‖H1(Ω)+ k‖ψψψA‖L2(Ω) ≤Ck‖w‖L2(Ω) , (8)

‖vA‖H1(Ω)+ k‖vA‖L2(Ω) ≤Ck‖w‖L2(Ω) , (9)∥∥∇
n+2

ψψψA
∥∥

L2(Ω)
+
∥∥∇

n+2vA
∥∥

L2(Ω)
≤Cγ

n max{n,k}n+2 ‖w‖L2(Ω) , (10)

‖ψψψH2‖H2(Ω)+ k‖ψψψH2‖H1(Ω)+ k2 ‖ψψψH2‖L2(Ω) ≤C‖w‖L2(Ω) , (11)

‖vH2‖H2(Ω)+ k‖vH2‖H1(Ω)+ k2 ‖vH2‖L2(Ω) ≤C‖w‖L2(Ω) . (12)

Proof. The proof follows the ideas of [4, Lemma 5.1]; for the readers’ convenience
we recapitulate the important steps of the proof. The novelty over [4] is the ability
to choose ψψψH2 ∈HHH2(Ω) together with ‖ψψψH2‖H2(Ω) ≤C‖w‖L2(Ω).

Consider the problem

−∆z− k2z = w in Ω ,

∂nz+ ikz = 0 on ∂Ω .

For any ϕϕϕ ∈VVV we have, using the weak formulation and integrating by parts,

‖w‖2
L2(Ω) = (∇w,∇z)Ω − k2(w,z)Ω − ik(w,z)∂Ω

= (ikϕϕϕ +∇w,∇z)Ω − (ikϕϕϕ,∇z)Ω − k2(w,z)Ω − ik(w,z)∂Ω

= (ikϕϕϕ +∇w,∇z)Ω +(∇ ·ϕϕϕ + ikw,−ikz)Ω +(ϕϕϕ ·nnn+w, ikz)∂Ω .

Applying Proposition 2.2 together with Remark 2.3 we decompose z into z = zA +
zH2 with zA analytic and zH2 ∈ H2(Ω). Furthermore we have, for all n ∈ N0

‖zA‖H1(Ω)+ k‖zA‖L2(Ω) ≤C‖w‖L2(Ω) , (13)∥∥∇
n+2zA

∥∥
L2(Ω)

≤Cγ
nk−1 max{n,k}n+2 ‖w‖L2(Ω) , (14)

‖zH2‖H2(Ω)+ k‖zH2‖H1(Ω)+ k2 ‖zH2‖L2(Ω) ≤C‖w‖L2(Ω) . (15)

Let (ψψψ,v) ∈VVV ×W solve
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ikψψψ +∇v = ∇z in Ω ,

ikv+∇ ·ψψψ =−ikz in Ω ,

k1/2(ψψψ ·nnn+ v) = ik1/2z on ∂Ω .

Indeed, this system is uniquely solvable by Remark 2.1. This gives the desired
representation such that ‖w‖2

L2(Ω) = b((ϕϕϕ,w),(ψψψ,v)). Using the decomposition
z = zA + zH2 we obtain (ψψψ,v) = (ψ̃ψψA, ṽA)+(ψ̃ψψH2 , ṽH2), where

ikψ̃ψψA +∇ṽA = ∇zA in Ω ,

ikṽA +∇ ·ψ̃ψψA =−ikzA in Ω ,

k1/2(ψ̃ψψA ·nnn+ ṽA) = ik1/2zA on ∂Ω ,

ikψ̃ψψH2 +∇ṽH2 = ∇zH2 in Ω ,

ikṽH2 +∇ ·ψ̃ψψH2 =−ikzH2 in Ω ,

k1/2(ψ̃ψψH2 ·nnn+ ṽH2) = ik1/2zH2 on ∂Ω .

One can immediately verify that

−∆(ṽA− zA)− k2(ṽA− zA) = 2k2zA in Ω ,

∂n(ṽA− zA)− ik(ṽA− zA) = (1+ i)kzA on ∂Ω ,
(16)

as well as

−∆(ṽH2 − zH2)− k2(ṽH2 − zH2) = 2k2zH2 in Ω ,

∂n(ṽH2 − zH2)− ik(ṽH2 − zH2) = (1+ i)kzH2 on ∂Ω .
(17)

Note that the right-hand sides in equation (16) are analytic. This fact is used in [4,
Lemma 5.1, Lemma 4.4] to prove the following bounds for all n ∈ N0:∥∥∇

n+2ṽA
∥∥

L2(Ω)
≤Cγ

n max{n,k}n+2 ‖w‖L2(Ω) , (18)

‖ṽA‖H1(Ω)+ k‖ṽA‖L2(Ω) ≤Ck‖w‖L2(Ω) , (19)∥∥∇
n+2

ψ̃ψψA

∥∥
L2(Ω)

≤Cγ
n max{n,k}n+2 ‖w‖L2(Ω) , (20)

‖ψ̃ψψA‖H1(Ω)+ k‖ψ̃ψψA‖L2(Ω) ≤Ck‖w‖L2(Ω) . (21)

Since ṽH2 − zH2 = Sk(2k2zH2 ,(1+ i)kzH2), where Sk denotes the solution operator
for (1), we can exploit the regularity of the right-hand sides in equation (17). Ap-
plying Proposition 2.2 with s = 1 as well as Remark 2.3 we decompose ṽH2− zH2 =
v̂A + v̂H3 , where v̂A is analytic and v̂H3 ∈ H3(Ω). For every j ∈ {0,1,2,3} we have

k3− j ‖v̂H3‖H j(Ω) .
∥∥2k2zH2

∥∥
H1(Ω)

+‖(1+ i)kzH2‖H3/2(∂Ω)

. k2 ‖zH2‖H1(Ω)︸ ︷︷ ︸
(15)
. k‖w‖L2(Ω)

+ k‖zH2‖H3/2(∂Ω)︸ ︷︷ ︸
.k‖zH2‖H2(Ω)

(15)
. k‖w‖L2(Ω)

. k‖w‖L2(Ω) .

Summarizing the above we have
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k−1 ‖v̂H3‖H3(Ω)+‖v̂H3‖H2(Ω)+k‖v̂H3‖H1(Ω)+k2 ‖v̂H3‖L2(Ω) ≤C‖w‖L2(Ω) . (22)

In order to analyze the behavior of v̂A we first estimate

∥∥2k2zH2

∥∥
L2(Ω)

+‖(1+ i)kzH2‖H1/2(∂Ω)

(15)
. ‖w‖L2(Ω) .

We therefore conclude, again with Proposition 2.2, that

‖v̂A‖H1(Ω)+ k‖v̂A‖L2(Ω) ≤C‖w‖L2(Ω) , (23)∥∥∇
n+2v̂A

∥∥
L2(Ω)

≤Cγ
nk−1 max{n,k}n+2 ‖w‖L2(Ω) . (24)

We turn to the final decompositions with associated norm bounds.
Final decomposition of v:

v = ṽA + ṽH2 = ṽA + ṽH2 − zH2︸ ︷︷ ︸
=v̂A+v̂H3

+zH2 = ṽA + v̂A︸ ︷︷ ︸
=:vA

+ v̂H3 + zH2︸ ︷︷ ︸
=:vH2

.

Verification of (9):

‖vA‖H1(Ω)+ k‖vA‖L2(Ω) ≤ ‖ṽA‖H1(Ω)+ k‖ṽA‖L2(Ω)︸ ︷︷ ︸
(19)
≤ Ck‖w‖L2(Ω)

+‖v̂A‖H1(Ω)+ k‖v̂A‖L2(Ω)︸ ︷︷ ︸
(23)
≤ C‖w‖L2(Ω)

≤Ck‖w‖L2(Ω) .

Verification of (12):

‖vH2‖H2(Ω)+ k‖vH2‖H1(Ω)+ k2 ‖vH2‖L2(Ω)

≤ ‖v̂H3‖H2(Ω)+ k‖v̂H3‖H1(Ω)+ k2 ‖v̂H3‖L2(Ω)︸ ︷︷ ︸
(22)
≤ C‖w‖L2(Ω)

+‖zH2‖H2(Ω)+ k‖zH2‖H1(Ω)+ k2 ‖zH2‖L2(Ω)︸ ︷︷ ︸
(15)
≤ C‖w‖L2(Ω)

≤C‖w‖L2(Ω) .

Final decomposition of ψψψ: Since −ikψ̃ψψH2 = ∇(ṽH2 − zH2) = ∇v̂A +∇v̂H3 , we de-
compose ψ̃ψψH2 = ψ̂ψψA + ψ̂ψψH2 accordingly such that −ikψ̂ψψA = ∇v̂A and consequently
−ikψ̂ψψH2 = ∇v̂H3 . The final decomposition takes the form

ψψψ = ψ̃ψψA +ψ̃ψψH2 = ψ̃ψψA +ψ̂ψψA︸ ︷︷ ︸
=:ψψψA

+ ψ̂ψψH2︸︷︷︸
=:ψψψH2

.

Verification of (8):
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‖ψψψA‖H1(Ω)+ k‖ψψψA‖L2(Ω)

≤ ‖ψ̃ψψA‖H1(Ω)+ k‖ψ̃ψψA‖L2(Ω)︸ ︷︷ ︸
(21)
≤ Ck‖w‖L2(Ω)

+‖ψ̂ψψA‖H1(Ω)+ k‖ψ̂ψψA‖L2(Ω)

≤Ck‖w‖L2(Ω)+ k−1 ‖∇v̂A‖H1(Ω)+‖∇v̂A‖L2(Ω)

≤Ck‖w‖L2(Ω)+ k−1 ‖v̂A‖H1(Ω)︸ ︷︷ ︸
(23)
≤ C‖w‖L2(Ω)

+k−1∥∥∇
2v̂A
∥∥

L2(Ω)︸ ︷︷ ︸
(24)
≤ Ck‖w‖L2(Ω)

+ ‖v̂A‖H1(Ω)︸ ︷︷ ︸
(23)
≤ C‖w‖L2(Ω)

≤Ck‖w‖L2(Ω) .

Verification of (10): This is an immediate consequence of (18), (20), (24), and the
fact that −ikψ̂ψψA = ∇v̂A.
Verification of (11): Since −ikψ̂ψψH2 = ∇v̂H3 we estimate

‖ψψψH2‖H2(Ω)+ k‖ψψψH2‖H1(Ω)+ k2 ‖ψψψH2‖L2(Ω)

= k−1 ‖∇v̂H3‖H2(Ω)+‖∇v̂H3‖H1(Ω)+ k‖∇v̂H3‖L2(Ω)

≤ k−1 ‖v̂H3‖H3(Ω)+‖v̂H3‖H2(Ω)+ k‖v̂H3‖H1(Ω)︸ ︷︷ ︸
(22)
≤ C‖w‖L2(Ω)

≤C‖w‖L2(Ω) ,

which concludes the proof. ut

4 Approximation properties of Raviart-Thomas and
Brezzi-Douglas-Marini spaces

In the present Section we analyze the approximation properties of Raviart-Thomas
and Brezzi-Douglas-Marini spaces. To that end, we first state some standard as-
sumptions on the mesh and recall the relevant function spaces. Next, we will prove
the existence of a polynomial approximation operator acting on functions defined
on the reference element having certain desirable properties, as outlined below. This
operator will then be used to construct a global polynomial approximation operator
by means of the Piola transformation.

4.1 Preliminaries

We start with assumptions on the triangulation.



Analysis of the hp-FOSLS method for the Helmholtz equation 9

Assumption 4.1 (quasi-uniform regular meshes) Let K̂ be the reference simplex.
Each element map FK : K̂→K can be written as FK =RK ◦AK , where AK is an affine
map and the maps RK and AK satisfy, for constants Caffine,Cmetric,γ > 0 independent
of K: ∥∥A′K

∥∥
L∞(K̂)

≤CaffinehK ,
∥∥(A′K)−1∥∥

L∞(K̂)
≤Caffineh−1

K ,∥∥(R′K)−1∥∥
L∞(K̃)

≤Cmetric, ‖∇nRK‖L∞(K̃) ≤Cmetricγ
nn! ∀n ∈ N0.

Here, K̃ = AK(K̂) and hK > 0 denotes the element diameter.

We recall the definition of the Sobolev space H1/2
00 (ω). If ω is an edge of a trian-

gle or face of a tetrahedron, then the norm ‖·‖
H1/2

00 (ω)
is given by

‖u‖2
H1/2

00 (ω)
:= ‖u‖2

H1/2(ω)
+

∥∥∥∥∥ u√
dist(·,∂ω)

∥∥∥∥∥
2

L2(ω)

,

and the space H1/2
00 (ω) is the completion of C∞

0 (ω) under this norm. Since this norm
is induced by a scalar product the space H1/2

00 (ω) is a Hilbert space.
On the reference element K̂ we introduce the Raviart-Thomas and Brezzi-

Douglas-Marini elements of degree p≥ 0 in dimension d:

Pp(K̂) := span{xxxααα : |ααα| ≤ p} ,
BDMBDMBDMp(K̂) := Pp(K̂)d ,

RTRTRTp(K̂) :=
{

ppp+xxxq : ppp ∈Pp(K̂)d ,q ∈Pp(K̂)
}
.

Note that trivially BDMBDMBDMp(K̂)⊂RTRTRTp(K̂). We also recall the classical Piola transfor-
mation, which is the appropriate change of variables for HHH(div,Ω). For a function
ϕϕϕ : K → Rd and the element map FK : K̂ → K its Piola transform ϕ̂ϕϕ : K̂ → Rd is
given by

ϕ̂ϕϕ = (detF ′K)(F
′
K)
−1

ϕϕϕ ◦FK .

Furthermore we introduce the spaces Sp(Th), BDMBDMBDMp(Th), and RTRTRTp(Th) by standard
transformation and (contravariant) Piola transformation respectively:

Sp(Th) :=
{

u ∈ H1(Ω) : u
∣∣
K ◦FK ∈Pp(K̂) for all K ∈Th

}
,

BDMBDMBDMp(Th) :=
{

ϕϕϕ ∈HHH(div,Ω) : (detF ′K)(F
′
K)
−1

ϕϕϕ
∣∣
K ◦FK ∈BDMBDMBDMp(K̂) for all K ∈Th

}
,

RTRTRTp(Th) :=
{

ϕϕϕ ∈HHH(div,Ω) : (detF ′K)(F
′
K)
−1

ϕϕϕ
∣∣
K ◦FK ∈RTRTRTp(K̂) for all K ∈Th

}
.
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4.2 Polynomial approximation on the reference element

We construct a polynomial approximation operator on the reference element K̂:

Definition 4.2. Let K̂ be the reference simplex in Rd , s > d/2 and p ∈N. We define
the operator Π̂p : Hs(K̂)→Pp(K̂) by the following consecutive minimization steps:

1. Fix Π̂pu in the vertices: (Π̂pu)(V̂ ) = u(V̂ ) for all d +1 vertices V̂ of K̂.

2. Fix Π̂pu on the edges: for every edge ê of K̂ the restriction (Π̂up)
∣∣∣
ê

is the unique
minimizer of

Pp(ê) 3 π 7→ p‖u−π‖2
L2(ê)+‖u−π‖2

H1/2
00 (ê)

, s.t. π satisfies 1. (25)

3. Fix Π̂pu on the faces (only for d = 3): for every face f̂ of K̂ the restriction

(Π̂up)
∣∣∣

f̂
is the unique minimizer of

Pp( f̂ ) 3 π 7→ p2 ‖u−π‖2
L2( f̂ )+‖u−π‖2

H1( f̂ ) , s.t. π satisfies 1, 2. (26)

4. Fix Π̂pu in the volume: Π̂pu is the unique minimizer of

Pp(K̂) 3 π 7→ p2 ‖u−π‖2
L2(K̂)

+‖u−π‖2
H1(K̂)

, s.t. π satisfies 1, 2, 3. (27)

It is convenient to construct an approximant Iu of a function u in an elementwise
fashion. The drawback is that one has to check if the approximant is in fact in the
finite element space. A useful property to achieve this is the following: The restric-
tion of the approximant Iu

∣∣
E to lower dimensional entities E of the mesh, i.e., edges,

faces or vertices, is completely determined by the corresponding restriction of u. To
put this rigorously, we employ the following concept:

Definition 4.3 (restriction property). Let K̂ be the reference simplex in Rd , s >
d/2, and p ∈ N. A polynomial π ∈Pp(K̂) is said to satisfy the restriction property
of polynomial degree p for u ∈ Hs(K̂), if it satisfies 1, 2, 3 of Definition 4.2.

Remark 4.4. Note that minimizations in the definition of the operator Π̂p are uniquely
solvable. This is due to the fact these minimizations are constrained minimizations
of norms induced by Hilbert spaces. These constraints are given by an affine sub-
space V u

p ≤Pp(K̂), the space of all polynomials satisfying the restriction property
for u. Step 4 is therefore the orthogonal projection onto the space V u

p with respect
to the scalar product inducing the norm

|||u|||2 := p2 ‖u‖2
L2(K̂)

+‖u‖2
H1(K̂)

.

Furthermore the affine space V u
p can be written as V u

p = πu+P0
p for some πu ∈V u

p ,
where P0

p(K̂)≤Pp(K̂) is the space of polynomials vanishing on ∂ K̂. The operator
Π̂p can, apart from being the solution to a minimization problem, also be written as:
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Π̂pu = argmin{|||u−π||| : π ∈ V u
p }= π

u + Π̂P0
p
(u−π

u), (28)

where Π̂P0
p

denotes the orthogonal projection onto the space P0
p(K̂), again with re-

spect to the scalar product inducing ||| · |||. The operator Π̂p : Hs(K̂)→Pp(K̂) is fur-
thermore linear. This is easily seen when one explicitly constructs the Steps 1, 2, 3 in
Definition 4.2: First, one picks polynomials πV̂ , which are 1 at the vertex V̂ and zero
on all the others. Consider the mapping Π̂V̂ : u 7→ ∑V̂ u(V̂ )πV̂ . This realizes Step 1.
Next one considers the mapping Π̃ê : z 7→ argmin{p‖u−π‖2

L2(ê)+ ‖u−π‖2
H1/2

00 (ê)
:

z(V̂ ) = 0 for all vertices V̂} and extending it to the reference element. Step 2 is then
realized by the map Π̂ê : u 7→ Π̂V̂ u+Π̃ê(u−Π̂V̂ u). One can easily continue this pro-
cedure for Step 3 and 4. As a composition of linear operators Π̂p is therefore also
linear. ut

Remark 4.5. Definition 4.3 of the restriction property was introduced in [19, Defi-
nition 5.3] under the name element-by-element construction. This is due to the fact
that, when working in Sp(Th) ≤ H1(Ω), a polynomial, which is constructed in an
elementwise fashion on the reference simplex K̂, satisfying the restriction property
is already an element of the conforming element space Sp(Th). However, when
working in HHH(div,Ω) or HHH(curl,Ω) one only needs continuity of the inter element
normal or tangential trace. Furthermore it is necessary to use the Piola transforma-
tion to go back and forth between the reference element and the physical element to
ensure that normal and tangential vectors are mapped appropriately. For the purpose
of this paper we therefore use the name restriction property, rather than element-by-
element construction. ut

In the Propositions 4.6, 4.8, and 4.9 we recall certain useful results concerning
approximation properties of polynomials satisfying the restriction property. These
results can be found in [19].

Proposition 4.6 ([19, Thm. B.4]). Let K̂ be the reference triangle or reference tetra-
hedron. Let s > d/2. Then there exists C > 0 (depending only on s and d) and for
every p a linear operator Π̂ MS

p : Hs(K̂)→Pp(K̂), such that Π̂ MS
p u satisfies the

restriction property of Definition 4.3 as well as

p
∥∥∥u− Π̂

MS
p u

∥∥∥
L2(K̂)

+
∥∥∥u− Π̂

MS
p u

∥∥∥
H1(K̂)

≤Cp−(s−1)|u|Hs(K̂) ∀p≥ s−1. (29)

Remark 4.7. The operator Π̂ MS
p does in general not preserve polynomials q∈Pp(K̂).

See also [18] for operators with the projection property. ut

Proposition 4.8 ([19, Lemma C.2]). Let d ∈ {1,2,3}, and let K̂ ⊂ Rd be the refer-
ence simplex. Let γ,C̃ > 0 be given. Then there exist constants C,σ > 0 that depend
solely on γ and C̃ such that the following is true: For any function u that satisfies for
some Cu, h, R > 0 and κ > 1 the conditions

‖∇nu‖L2(K̂) ≤Cu(γh)n max{n/R,κ}n ∀n ∈ N≥2,
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and for any polynomial degree p ∈ N that satisfies

h
R
+

κh
p
≤ C̃

there holds

inf
π∈Pp(K̂)

‖u−π‖W 2,∞(K̂) ≤CCu

[(
h/R

σ +h/R

)p+1

+

(
hκ

σ p

)p+1
]
.

Proposition 4.9 ([19, Lemma C.3]). Assume the hypotheses of Proposition 4.8.
Then one can find a polynomial π ∈Pp(K̂) that satisfies

‖u−π‖W 1,∞(K̂) ≤CCu

[(
h/R

σ +h/R

)p+1

+

(
hκ

σ p

)p+1
]
.

and additionally satisfies the restriction property of Definition 4.3.

It is not clear whether the polynomial Π̂ MS
p u has the same approximation prop-

erties as the polynomial given by Proposition 4.9. However, it is desirable to have
both the simultaneous approximation properties in L2(K̂) and H1(K̂) as stated in
Proposition 4.6 as well as the exponential approximation properties of an analytic
function as stated in Proposition 4.9. In the following we will show that the operator
Π̂p constructed in Definition 4.2 has these properties.

Theorem 4.10 (Properties of Π̂p). Let K̂ be the reference triangle or reference
tetrahedron. Let s > d/2. Let Π̂p : Hs(K̂)→Pp(K̂) be given by Definition 4.2.
Then the following holds:

(i) The operator Π̂p is linear and satisfies the restriction property of Definition 4.3.
(ii) The operator Π̂p preserves Pp(K̂), i.e., Π̂pq = q for all q ∈Pp(K̂).

(iii) There exists Cs > 0 (depending only on s and d) such that

p
∥∥∥u− Π̂pu

∥∥∥
L2(K̂)

+
∥∥∥u− Π̂pu

∥∥∥
H1(K̂)

≤Cs p−(s−1)|u|Hs(K̂) ∀p≥ s−1.

(iv) For given γ , C̃ > 0, there exist constants CA, σ > 0 that depend solely on γ and
C̃ such that the following is true: For any function u and polynomial degree p
that satisfy the assumptions of Proposition 4.8 there holds

∥∥∥u− Π̂pu
∥∥∥

W 1,∞(K̂)
≤CACu

[(
h/R

σ +h/R

)p+1

+

(
hκ

σ p

)p+1
]
.

Idea: The crucial points of Theorem 4.10 are items (iii) and (iv). To verify (iii) we
will exploit the approximation properties of Π̂ MS

p given by Proposition 4.6 together
with the fact that Π̂pu is the solution to a minimization problem. To prove (iv) we
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use the affine projection representation (28) of Π̂p together with the approxima-
tion properties of polynomials satisfying the restriction property given in Proposi-
tion 4.9.

Proof. Assertion (i) is trivially satisfied due to the construction in Definition 4.2 and
Remark 4.4.
Assertion (ii) is also trivially satisfied, since for a given polynomial q ∈Pp(K̂) the
norms in Definition 4.2 are minimized at q.
To prove Assertion (iii) recall that Step 4 in Definition 4.2 is exactly the minimiza-
tion of the norm in question, constrained to all polynomials satisfying the restriction
property for u. Since Π̂ MS

p u given by Proposition 4.6 also satisfies the restriction
property we can immediately conclude for p≥ s−1 that

p
∥∥∥u− Π̂pu

∥∥∥
L2(K̂)

+
∥∥∥u− Π̂pu

∥∥∥
H1(K̂)

≤ p
∥∥∥u− Π̂

MS
p u

∥∥∥
L2(K̂)

+
∥∥∥u− Π̂

MS
p u

∥∥∥
H1(K̂)

≤Cs p−(s−1)|u|Hs(K̂).

We turn to Assertion (iv). Since polynomials up to degree p are preserved under Π̂p,
we immediately have∥∥∥u− Π̂pu

∥∥∥
W 1,∞(K̂)

≤ ‖u−q‖W 1,∞(K̂)+
∥∥∥Π̂pq− Π̂pu

∥∥∥
W 1,∞(K̂)

, (30)

for any q ∈Pp(K̂). We estimate the second term in (30). We have seen in (28)
that the operator Π̂p can be written as Π̂pu = πu + Π̂P0

p
(u−πu) for any πu ∈ V u

p

(the affine space of polynomials with restriction property for u), where Π̂P0
p

is the

orthogonal projection onto P0
p(K̂) ≤Pp(K̂), the space of polynomials vanishing

on ∂ K̂, with respect to the norm ||| · |||. Therefore we have

Π̂pq− Π̂pu = π
q−π

u + Π̂P0
p
(q−u+π

u−π
q)

for any πu ∈ V u
p and πq ∈ V q

p . Selecting q ∈ V u
p allows us to choose πu = πq = q,

which immediately gives

Π̂pq− Π̂pu = Π̂P0
p
(q−u)

for all q ∈ V u
p . Using the polynomial inverse estimates ‖π‖L∞(Ω) ≤ Cpd ‖π‖L2(Ω)

for all π ∈Pp(K̂), (see, e.g., [26, Thm. 4.76] for the case d = 2), we find∥∥∥Π̂pq− Π̂pu
∥∥∥

W 1,∞(K̂)
=
∥∥∥Π̂P0

p
(q−u)

∥∥∥
W 1,∞(K̂)

. pd
∥∥∥Π̂P0

p
(q−u)

∥∥∥
H1(K̂)

.

Since Π̂P0
p

is the orthogonal projection with respect to the norm ||| · ||| we obtain
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pd
∥∥∥Π̂P0

p
(q−u)

∥∥∥
H1(K̂)

≤ pd |||q−u|||. pd+1 ‖q−u‖W 1,∞(K̂) .

We therefore conclude that∥∥∥u− Π̂pu
∥∥∥

W 1,∞(K̂)
. pd+1 ‖u−q‖W 1,∞(K̂)

for all q ∈ V u
p . Proposition 4.9 provides a polynomial q ∈ V u

p with the desired ap-
proximation properties. Absorbing the algebraic factor pd+1 into the exponential
factor then yields the result. ut

4.3 HHH(div,Ω)-conforming approximation operators

In the following we will construct an approximation operator ΠΠΠ
div,s
p : HHHs(Ω) →

BDMBDMBDMp(Th) ⊂ RTRTRTp(Th) that features the optimal convergence rates in p simulta-
neously in L2(Ω) and HHH(div,Ω) for s > d/2. The operator will act elementwise.

First we consider any operator Π̂ΠΠ
div,s
p : HHHs(K̂)→ BDMBDMBDMp(K̂) ⊂ RTRTRTp(K̂) and define

ΠΠΠ
div,s
p on HHHs(Ω) elementwise using the Piola transformation by(

ΠΠΠ
div,s
p ϕϕϕ

)∣∣∣
K

:=
[
(detF ′K)

−1F ′KΠ̂ΠΠ
div,s
p
[
(detF ′K)(F

′
K)
−1

ϕϕϕ ◦FK
]]
◦F−1

K . (31)

In order for ΠΠΠ
div,s
p to map into the conforming finite element space one has to select

the operator Π̂ΠΠ
div,s
p correctly. We choose Π̂ΠΠ

div,s
p : HHHs(K̂)→Pp(K̂)d =BDMBDMBDMp(K̂)⊂

RTRTRTp(K̂) to be the componentwise application of Π̂p from Definition 4.2 and ana-
lyzed in Theorem 4.10:(

Π̂ΠΠ
div,s
p ϕϕϕ

)
i
:= Π̂pϕϕϕ i, for i = 1, . . . ,d. (32)

This choice will ensure the desired approximation properties, and will also map
into the conforming finite element space due to the restriction property. We will

summarize and prove certain properties of the above constructed operators Π̂ΠΠ
div,s
p

and ΠΠΠ
div,s
p .

Lemma 4.11. Let s > d/2 and let the operators Π̂ΠΠ
div,s
p and ΠΠΠ

div,s
p be defined as

above. Then there holds:

(i) The operator Π̂ΠΠ
div,s
p : HHHs(K̂)→BDMBDMBDMp(K̂)⊂RTRTRTp(K̂) satisfies for p≥ s−1

p
∥∥∥ϕϕϕ−Π̂ΠΠ

div,s
p ϕϕϕ

∥∥∥
L2(K̂)

+
∥∥∥ϕϕϕ−Π̂ΠΠ

div,s
p ϕϕϕ

∥∥∥
H1(K̂)

. p−(s−1)|ϕϕϕ|Hs(K̂). (33)
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(ii) Under the assumptions Theorem 4.10, (iv) there holds for some constants CA,
σ > 0 independent of p, h, R

∥∥∥ϕϕϕ−Π̂ΠΠ
div,s
p ϕϕϕ

∥∥∥
W 1,∞(K̂)

≤CACϕϕϕ

[(
h/R

σ +h/R

)p+1

+

(
hκ

σ p

)p+1
]
.

(iii) The operator ΠΠΠ
div,s
p defined on HHHs(Ω) maps to the conforming space BDMBDMBDMp(Th)⊂

RTRTRTp(Th).

Proof. The first two assertions hold by construction and Theorem 4.10, proper-

ties (iii), (iv). To prove the third assertion, note that Π̂ΠΠ
div,s
p maps to BDMBDMBDMp(K̂) so

that

(detF ′K)(F
′
K)
−1
(

ΠΠΠ
div,s
p ϕϕϕ

)∣∣∣
K
◦FK ∈BDMBDMBDMp(K̂) for all K ∈Th, (34)

by construction. We are therefore left with verifying that ΠΠΠ
div,s
p ϕϕϕ ∈HHH(div,Ω). Since

ΠΠΠ
div,s
p ϕϕϕ is piecewise smooth it suffices to show inter element continuity of the nor-

mal trace. We will first show that the normal trace of Π̂ΠΠ
div,s
p ϕϕϕ in fact only depends

on the normal trace of ϕϕϕ . Consider a face f̂ of K̂. Let γn̂nn f̂
denote the normal trace

for the face f̂ . We calculate

γn̂nn f̂

(
Π̂ΠΠ

div,s
p ϕϕϕ

)
=
(

Π̂ΠΠ
div,s
p ϕϕϕ

)∣∣∣
f̂
· n̂nn f̂ =

Π̂pϕϕϕ1
...

Π̂pϕϕϕd


∣∣∣∣∣∣∣

f̂

· n̂nn f̂

=


Π̂p(ϕϕϕ1

∣∣
f̂ )

...
Π̂p(ϕϕϕd

∣∣
f̂ )

 · n̂nn f̂ = Π̂p(ϕϕϕ · n̂nn f̂ ) = Π̂p(γn̂nn f̂
ϕϕϕ).

Here we used that the operator Π̂p satisfies the restriction property and the fact that
n̂nn f̂ is constant on f̂ . Furthermore note that we abused notation in that the symbol

Π̂p is used both for the d dimensional as well as the d−1 dimensional version. We
conclude the proof using the fact that if n̂nn is the unit outward normal to K̂ the vector
nnn on K given by

nnn◦FK =
1

(F ′K)−T n̂nn
(F ′K)

−T n̂nn

is a unit normal to K, see, e.g., [22, Section 5.4]. ut

We have p-optimal approximation properties on the reference element K̂ by the

operator Π̂ΠΠ
div,s
p .

Corollary 4.12 (Approximation of Hs(Ω) functions). For d = 2,3 and s > d/2
the operator ΠΠΠ

div,s
p : HHHs(Ω)→BDMBDMBDMp(Th)⊂RTRTRTp(Th) satisfies
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p
h

∥∥∥ϕϕϕ−ΠΠΠ
div,s
p ϕϕϕ

∥∥∥
L2(Ω)

+
∥∥∥ϕϕϕ−ΠΠΠ

div,s
p ϕϕϕ

∥∥∥
H1(Th)

.

(
h
p

)s−1

‖ϕϕϕ‖Hs(Ω) ∀p≥ s−1,

where ‖·‖H1(Th)
denotes the broken H1-norm.

Proof. The proof follows from Lemma 4.11 together with a scaling argument. ut

Corollary 4.13 (Approximation of analytic functions). Let ϕϕϕ satisfy, for some Cϕϕϕ ,
γ > 0,

‖∇n
ϕϕϕ‖L2(Ω) ≤Cϕϕϕ γ

n max(n,k)n ∀n ∈ N0.

There exist C, σ > 0 independent of h, p, and k such that∥∥∥ϕϕϕ−ΠΠΠ
div,s
p ϕϕϕ

∥∥∥
H1(Th)

+ k
∥∥∥ϕϕϕ−ΠΠΠ

div,s
p ϕϕϕ

∥∥∥
L2(Ω)

≤CCϕϕϕ

[(
h

h+ p

)p(
1+

hk
h+σ

)
+ k
(

kh
σ p

)p( 1
p
+

kh
σ p

)]
.

Proof. We mimic the procedure of [19, Thm. 5.5] and [4, Lemma 4.7]. First con-
sider for each element K ∈Th the constant CK given by

C2
K := ∑

n≥0

‖∇nϕϕϕ‖2
L2(K)

(2γ max(n,k))2n ,

which is finite by assumption. Note that we immediately have

‖∇n
ϕϕϕ‖L2(K) ≤ 2n

γ
n max(n,k)nCK ,

∑
K∈Th

C2
K ≤

4
3

C2
ϕϕϕ .

We write ϕ̂ϕϕ as

ϕ̂ϕϕ = det(F ′K)(F
′
K)
−1

ϕϕϕ ◦FK = det(R′K ◦AKA′K)(R
′
K ◦AKA′K)

−1
ϕϕϕ ◦FK

= det(A′K)(A
′
K)
−1

ϕ̃ϕϕ ◦AK ,

with
ϕ̃ϕϕ = det(R′K)(R

′
K)
−1

ϕϕϕ ◦RK .

As in [19, Lemma C.1] for simple changes of variables, we apply [15, Lemma 4.3.1]
to the function ϕ̃ϕϕ and obtain the existence of constants γ , C > 0 depending addition-
ally on the constants describing the analyticity of the map RK such that

‖∇n
ϕ̃ϕϕ‖L2(K̃) ≤Cγ

n max(n,k)nCK ∀n ∈ N0.

Since AK is affine we immediately deduce that∥∥∇
n
ϕ̂ϕϕ
∥∥

L2(K̂)
. hd/2−1hn ‖∇n

ϕ̃ϕϕ‖L2(K̃) ≤ hd/2−1(γh)n max(n,k)nCK ∀n ∈ Nn≥1.
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Hence by Lemma 4.11 with R = 1 we have

∥∥∥ϕ̂ϕϕ−Π̂ΠΠ
div,s
p ϕ̂ϕϕ

∥∥∥
W 1,∞(K̂)

.CKhd/2−1

[(
h

σ +h

)p+1

+

(
hk
σ p

)p+1
]

for some σ > 0. By a change of variables there holds for q = 0, 1∥∥∥ϕϕϕ−ΠΠΠ
div,s
p ϕϕϕ

∥∥∥
Hq(K)

. h−d/2+1−q
∥∥∥ϕ̂ϕϕ−Π̂ΠΠ

div,s
p ϕ̂ϕϕ

∥∥∥
Hq(K̂)

. h−qCK

[(
h

σ +h

)p+1

+

(
hk
σ p

)p+1
]
.

Summation over all elements gives∥∥∥ϕϕϕ−ΠΠΠ
div,s
p ϕϕϕ

∥∥∥
H1(Th)

+ k
∥∥∥ϕϕϕ−ΠΠΠ

div,s
p ϕϕϕ

∥∥∥
L2(Ω)

.

[(
h

σ +h

)p

+ k
(

h
σ +h

)p+1

+
k
p

(
hk
σ p

)p

+ k
(

hk
σ p

)p+1
]√

∑
K∈Th

C2
K

.

[(
h

h+ p

)p(
1+

hk
h+σ

)
+ k
(

kh
σ p

)p( 1
p
+

kh
σ p

)]
Cϕϕϕ ,

which completes the proof. ut

5 A priori estimate

We now turn to an a priori estimate of the FOSLS method. Again the proof follows
the ideas of [4, Lemma 5.1], resting, however, on the refined duality argument given
in Lemma 3.1 and the approximation properties derived in Section 4 to obtain the
factor h/p. For the readers’ convenience we recapitulate the important steps. As
in [19] we show that this can be achieved under the conditions kh/p sufficiently
small and p of order logk.

Theorem 5.1 (A priori estimate). Let Assumptions 1.1, 4.1 be valid. Then there
exist constants c1, c2 > 0 that are independent of h, p, and k such that the conditions

kh
p
≤ c1 and p≥ c2(logk+1) (35)

imply that the approximation (ϕϕϕh,uh) of the FOSLS method satisfies the following:
For any (ψψψh,vh) ∈VVV h×Wh there holds
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‖u−uh‖L2(Ω) .
h
p

(
‖∇(u− vh)‖L2(Ω)+ k‖u− vh‖L2(Ω)+

‖∇ · (ϕϕϕ−ψψψh)‖L2(Ω)+ k‖ϕϕϕ−ψψψh‖L2(Ω)+ k1/2 ‖(ϕϕϕ−ψψψh) ·nnn‖L2(∂Ω)

)
.

Proof. Let eu = u− uh and eϕeϕeϕ = ϕϕϕ −ϕϕϕh denote the errors of the two components.
We apply the duality argument from Lemma 3.1 with w = eu and also apply the
corresponding splitting:

‖eu‖2
L2(Ω) = b((eϕeϕeϕ ,eu),(ψψψ,v)) = b((eϕeϕeϕ ,eu),(ψψψA,vA))+b((eϕeϕeϕ ,eu),(ψψψH2 ,vH2)).

Exploiting the Galerkin orthogonality we have

‖eu‖2
L2(Ω) = b((eϕeϕeϕ ,eu),(ψψψA−ψ̃ψψA,vA− ṽA))+b((eϕeϕeϕ ,eu),(ψψψH2 −ψ̃ψψH2 ,vH2 − ṽH2)).

for any (ψ̃ψψA, ṽA),(ψ̃ψψH2 , ṽH2) ∈VVV h×Wh. Using Cauchy-Schwarz we arrive at

‖eu‖2
L2(Ω) .

[∥∥ikeϕeϕeϕ +∇eu∥∥
L2(Ω)

+
∥∥ikeu +∇ ·eϕeϕeϕ

∥∥
L2(Ω)

+ k1/2∥∥eϕeϕeϕ ·nnn+ eu∥∥
L2(∂Ω)

]
·(

‖∇ · (ψψψA−ψ̃ψψA)‖L2(Ω)+ k‖ψψψA−ψ̃ψψA‖L2(Ω)+ k1/2 ‖(ψψψA−ψ̃ψψA) ·nnn‖L2(∂Ω)+

‖∇ · (ψψψH2 −ψ̃ψψH2)‖L2(Ω)+ k‖ψψψH2 −ψ̃ψψH2‖L2(Ω)+ k1/2 ‖(ψψψH2 −ψ̃ψψH2) ·nnn‖L2(∂Ω)+

‖∇(vA− ṽA)‖L2(Ω)+ k‖vA− ṽA‖L2(Ω)+ k1/2 ‖vA− ṽA‖L2(∂Ω)+

‖∇(vH2 − ṽH2)‖L2(Ω)+ k‖vH2 − ṽH2‖L2(Ω)+ k1/2 ‖vH2 − ṽH2‖L2(∂Ω)

)
.

(36)

We are going to exploit the approximation properties in the corresponding norms
and spaces.
Approximation of vA and vH2 : For the approximation we may apply [4, Lemma 4.10],
which is essentially the procedure of [19, Thm. 5.5] together with a multiplicative
trace inequality. Using the estimates (9), (10), and (12) in Lemma 3.1 as well as [19,
Thm. B.4] to find appropriate approximations ṽH2 and ṽA we have

‖∇(vA− ṽA)‖L2(Ω)+ k‖vA− ṽA‖L2(Ω)+ k1/2 ‖vA− ṽA‖L2(∂Ω)

.

[(
h

h+ p

)p(
1+

hk
h+σ

)
+ k
(

kh
σ p

)p( 1
p
+

kh
σ p

)]
‖eu‖L2(Ω)

.
h
p
‖eu‖L2(Ω)

as well as
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‖∇(vH2 − ṽH2)‖L2(Ω)+ k‖vH2 − ṽH2‖L2(Ω)+ k1/2 ‖vH2 − ṽH2‖L2(∂Ω)

.
1
k

(
kh
p
+

(
kh
p

)2
)
‖eu‖L2(Ω) .

h
p
‖eu‖L2(Ω) ,

where the latter estimates are due to the boundedness of Ω , σ > 0, and choosing c1
small and c2 sufficiently large as well as elementary but tedious calculations.
Approximation of ψψψA: To approximate ψψψA we choose ψ̃ψψA = ΠΠΠ

div,2
p ψψψA with ΠΠΠ

div,2
p

as in Corollary 4.13 and apply the results therein. Furthermore we apply the esti-
mates (8) and (10) of Lemma 3.1. Proceeding as above together with a multiplicative
trace inequality, again after tedious calculations, gives

‖∇ · (ψψψA−ψ̃ψψA)‖L2(Ω)+ k‖ψψψA−ψ̃ψψA‖L2(Ω)+ k1/2 ‖(ψψψA−ψ̃ψψA) ·nnn‖L2(∂Ω)

.
h
p
‖eu‖L2(Ω) .

Approximation of ψψψH2 : To approximate ψψψH2 we choose ψ̃ψψH2
= ΠΠΠ

div,2
p ψψψH2 with

ΠΠΠ
div,2
p as in Corollary 4.12 and apply the results therein. We apply the estimate (11)

of Lemma 3.1. Due to the multiplicative trace inequality we also have

∥∥(ψψψH2 −ψ̃ψψH2
) ·nnn
∥∥

L2(∂Ω)
≤
(

h
p

)3/2

‖ψψψH2‖H2(Ω) . (37)

Therefore we arrive at∥∥∇ · (ψψψH2 −ψ̃ψψH2
)
∥∥

L2(Ω)
+ k
∥∥ψψψH2 −ψ̃ψψH2

∥∥
L2(Ω)

+ k1/2∥∥(ψψψH2 −ψ̃ψψH2
) ·nnn
∥∥

L2(∂Ω)

.
h
p
‖ψψψH2‖H2(Ω) .

h
p
‖eu‖L2(Ω) ,

where we used the estimate (11) of Lemma 3.1. Putting it all together we have

‖eu‖L2(Ω) .
h
p
(
∥∥ikeϕeϕeϕ +∇eu∥∥

L2(Ω)
+
∥∥ikeu +∇ ·eϕeϕeϕ

∥∥
L2(Ω)

+ k1/2∥∥eϕeϕeϕ ·nnn+ eu∥∥
L2(∂Ω)

)

.
h
p

√
b((eϕeϕeϕ ,eu),(eϕeϕeϕ ,eu)).

Applying again the Galerkin orthogonality and using the multiplicative trace in-
equality to absorb the term k1/2 ‖u− vh‖L2(∂Ω) into the L2 norms of the volume
yields the result. ut

We conclude this Section with a simple consequence of standard regularity the-
ory and approximation properties of the employed finite element spaces in higher
order Sobolev norms.

Corollary 5.2. For s ≥ 0, f ∈ Hs(Ω) and g ∈ Hs+1/2(∂Ω) we have u ∈ Hs+2(Ω),
u ∈ Hs+3/2(∂Ω), ∂nu ∈ Hs+1/2(∂Ω), ϕϕϕ ∈ HHHs+1(Ω), ∇ ·ϕϕϕ ∈ HHHs(Ω) and ϕϕϕ ·nnn ∈
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HHHs+1/2(∂Ω). Furthermore there exist constants c1, c2 > 0 that are independent of
h, p, and k such that the conditions

kh
p
≤ c1 and p≥ c2(logk+1) (38)

imply that the solution (ϕϕϕh,uh) satisfies

‖u−uh‖L2(Ω) .

(
h
p

)s+1

(‖ f‖Hs(Ω)+‖g‖Hs+1/2(Ω)),

for p≥ s with a wavenumber independent constant.

Proof. The first assertion follows immediately from standard regularity theory. Con-
sider the case s > 0. Theorem 5.1 together with a multiplicative trace inequality,
which is applicable due to the already derived regularity of ϕϕϕ , gives

‖u−uh‖L2(Ω) .
h
p

(
‖u− vh‖H1(Ω)+ k‖u− vh‖L2(Ω)+

‖ϕϕϕ−ψψψh‖H1(Th)
+ k‖ϕϕϕ−ψψψh‖L2(Ω)

)
.

Applying the higher order splitting of Theorem 2.2 and using the fact that ϕϕϕ =
ik−1∇u, one can easily estimate, as in the proof of Theorem 5.1 together with the
Corollaries 4.12 and 4.13,

‖ϕϕϕ−ψψψh‖H1(Ω)+ k‖ϕϕϕ−ψψψh‖L2(Ω) .

(
h
p

)s

(‖ f‖Hs(Ω)+‖g‖Hs+1/2(Ω)).

Note the exponent s, since ϕϕϕ is only in HHHs+1(Ω). Furthermore, again as in the proof
of Theorem 5.1, see also [17, Thm. 4.8], we have

‖u− vh‖H1(Ω)+ k‖u− vh‖L2(Ω) .

(
h
p

)s+1

(‖ f‖Hs(Ω)+‖g‖Hs+1/2(Ω)),

now with the exponent s+1 since u∈Hs+2(Ω), which yields the result for s > 0. In
the case s = 0 one simply sets vh = 0 as well as ψψψh = 0 and uses the wavenumber-
explicit estimates of Theorem 2.2. ut

Remark 5.3. Note that although we assume f ∈ Hs(Ω) and g ∈ Hs+1/2(∂Ω) in
Corollary 5.2, we only obtained a convergence rate s+ 1. This seems suboptimal
when compared with classical FEM where, given sufficient regularity of the data
and the geometry, one can expect a rate of s+2 for the convergence in the L2(Ω)-
norm. Especially for f ∈ L2(Ω) and g ∈H1/2(∂Ω) one can only expect h/p for the
FOSLS method compared to h2/p2 for the FEM. The proof of Corollary 5.2 is in
that sense sharp since the leading error term in the a priori estimate is

‖∇ · (ϕϕϕ−ψψψh)‖L2(Ω) =
∥∥ik−1 f + iku−∇ ·ψψψh

∥∥
L2(Ω)

,
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where we used the fact ϕϕϕ = ik−1∇u. The essential part is therefore to approximate an
f that is just in L2(Ω) and therefore no further powers of h can be gained. Assuming
more regularity on f would resolve this problem, however, the boundary data would
restrict a further lifting of ϕϕϕ in classical Sobolev spaces, but not in H(div,Ω) spaces.
This in turn would make it necessary to directly estimate ‖∇ · (ϕϕϕ−ψψψh)‖L2(Ω) in-
stead of generously bounding it by ‖ϕϕϕ−ψψψh‖H1(Th)

. Last but not least there is the
boundary term

‖(ϕϕϕ−ψψψh) ·nnn‖L2(∂Ω) =
∥∥ik−1g−u−ψψψh ·nnn

∥∥
L2(∂Ω)

.

Again if g is only H1/2(∂Ω) one can only expect
√

h/p, but favorable in terms of
k. ut

6 Numerical examples

All our calculations are performed with the hp-FEM code NETGEN/NGSOLVE by
J. Schöberl, [24, 25]. We plot the error against Nλ , the number of degrees of freedom
per wavelength,

Nλ =
2π

d
√

DOF
k d
√
|Ω|

,

where the wavelength λ and the wavenumber k are related via k = 2π/λ and DOF
denotes the size of the linear system to be solved. We compare the results of the
classical FEM with the FOSLS method, measured in the relative L2(Ω) error. For
the classical FEM we use the standard space Sp(Th). For the FOSLS method we
employ the pairing VVV h×Wh =BDMBDMBDMp(Th)×Sp(Th).

Example 6.1. Let Ω be the unit circle in R2 and consider the problem

−∆u− k2u = 0 in Ω ,

∂nu− iku = g on ∂Ω .

where the data g is such that the exact solution is given by u(x,y) = ei(k1x+k2y) with
k1 = −k2 = 1√

2
k. For the numerical studies, this problem will be solved using h-

FEM and h-FOSLS with polynomial degrees p= 1,2,3,4. The results are visualized
in Figure 1. For both methods we observe the expected convergence O(hp+1) in the
relative L2(Ω) error. Note that for both methods higher order versions are less prone
to the pollution effect. At the same number of degrees of freedom per wavelength
we also observe that the classical FEM is superior to FOSLS, when measured in
achieved accuracy in L2(Ω). This is not surprising since, for the same mesh and
polynomial degree p, the number of degrees of freedom of the FOSLS is roughly
three times as large as for the classical FEM. Note, however, that we do not consider
any solver aspects of the employed methods, where FOSLS might have advantages
over the classical FEM since its system matrix is positive definite.
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Fig. 1 Comparison between the h-FEM (left) and h-FOSLS (right) for p = 1, 2, 3, 4 as described
in Example 6.1. The reference line in black corresponds to hp+1.

Example 6.2. For π < ω < 2π let Ω = {(r cosϕ,r sinϕ) : r ∈ (0,1),ϕ ∈ (0,ω)} ⊂
R2 and consider

−∆u− k2u = 0 in Ω ,

∂nu− iku = g on ∂Ω .

The data g is such that the exact solution is given by u(x,y) = Jα(kr)cos(αϕ), with
α = π/ω . Standard regularity theory gives u ∈ H1+α−ε(Ω) for every ε > 0. In
the numerical experiments we keep kh = 5 and perform a p-FEM and a p-FOSLS
method up to p = 46 and p = 29, respectively. The results are visualized in Figure 2.
We observe that the FEM has significantly smaller errors than the FOSLS. For a
discussion of the expected L2(Ω)-convergence rates of the p-FEM, we refer the
reader to [14, Remark after Thm. 3 and Section 3].

The next example focuses on the Helmholtz equation with right-hand side f with
finite Sobolev regularity.

Example 6.3. Let Ω = (−1,1)⊂R and f =−χ(−1,0]+χ(0,1), where χA denotes the
indicator function on A ⊂ R. The function f is in H1/2−ε(Ω) for every ε > 0. We
consider uniform meshes Th on Ω such that the break point zero is not a node, as
otherwise the piecewise smooth solution could be approximated very well. We study
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Fig. 2 Comparison between the p-FEM (left) and p-FOSLS (right) for kh = 5 as described in
Example 6.2. We include the reference lines p−4·2/3 = p−8/3 and p−(2·2/3+1) = p−7/3.

−u′′− k2u = f in Ω ,

∂nu− iku = g on ∂Ω .

where the data g is such that the exact solution is given by

u(x) =

{
cos(kx)+ 1

k2 x≤ 0
(1+ 2

k2 )cos(kx)− 1
k2 x > 0

Standard regularity theory gives u ∈ H2.5−ε(Ω) for every ε > 0. For the h-FEM
we expect O(hmin(2+0.5,p+1)). In fact for p > 1 one can show (cf. [7, Cor. 4.6]) that
k
∥∥u−uFEM

h

∥∥
L2(Ω)

. h2.5 and, by inspection, ‖u‖L2(Ω) = O(1) (uniformly in k). It

is therefore expedient to plot k3.5
∥∥u−uFEM

h

∥∥
L2(Ω)

/‖u‖L2(Ω) versus Nλ ∼ (kh). For

the h-FOSLS Corollary 5.2 predicts only O(hmin(1+0.5,p+1)). The numerical results
show, however, for both methods convergence O(hmin(2.5,p+1)). The results are vi-
sualized in Figure 3.

Remark 6.4. The numerical results of Example 6.3 visualized in Figure 3 indicate
that Corollary 5.2 is in fact suboptimal as it predicts only a convergence O(h1.5)
while we observe O(hmin(2.5,p+1)). A starting point for understanding this better
convergence behavior could be two observations: first, the duality argument in The-
orem 5.1 is based on the regularity (ψψψ,v) ∈HHH2(Ω)×H2(Ω) of the dual solution
(ψψψ,v) whereas in fact (see the proof of Lemma 3.1) (ψψψ,v) ∈HHH2(div,Ω)×H2(Ω).
Second, a more careful application of the Cauchy-Schwarz inequality (36) at the
beginning of the proof of Theorem 5.1 is advisable. In this connection, we point to
the fact that the terms in the square brackets in (36) are not of the same order. To
illustrate this, we plot the components

e1 := ikeϕeϕeϕ +∇eu and e2 := ikeu +∇ ·eϕeϕeϕ (39)
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Fig. 3 Comparison between the h-FEM (left) and h-FOSLS (right) for p = 1, . . . ,5 as described in
Example 6.3. The reference line in black corresponds to hmin(2.5,p+1).

in Figure 4 for the problem studied in Example 6.3. ut
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