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ABSTRACT

Interpolation operators map a function u to an element Iu of a finite element space. Unlike more
general approximation operators, interpolants are defined locally. Estimates of the interpolation error,
i.e., the difference u — Iu, are of utmost importance in numerical analysis. These estimates depend on
the size of the finite elements, the polynomial degree employed, and the regularity of u. In contrast to
interpolation the term quasi-interpolation is used when the regularity is so low that interpolation has to
be combined with regularization. This paper gives an overview of different interpolation operators and
their error estimates. The discussion includes the h-version and the hp-version of the finite element
method, interpolation on the basis of triangular/tetrahedral and quadrilateral/hexahedral meshes,
affine and nonaffine elements, isotropic and anisotropic elements, and Lagrangian and other elements.

approximation, polynomial interpolation, nodal interpolation, quasi-interpolation, Clément interpola-
tion, Scott-Zhang interpolation, isotropic finite element, shape-regular element, anisotropic element,
h-version, p-version, hp-version

1. Introduction

1.1. Owverview of this Chapter

The question of how well a given function u can be approximated from a finite-dimensional space is
of fundamental importance for the understanding of most numerical methods for partial differential
equations. Mostly, this basic question takes the form of approximating u from a space of piecewise
polynomials, i.e., the approximating functions are defined on some mesh and they are polynomial on
each element K of the mesh. The key parameters that control the approximation properties of such
spaces are the mesh size h, i.e., a quantity that controls the size of the elements of the mesh, and the
polynomial degree k. Increasing the accuracy can be achieved in several ways: first, by decreasing the
mesh size, which we call the h-version; second, by increasing the approximation order, which we refer
to as the p-version; third, by simultaneously varying h and k, which goes by the name of hp-version.

TThis text is an extended version of the contribution Interpolation and quasi-interpolation in h- and hp-version
finite element spaces to the Encyclopedia of Computational Mechanics (second ed.), edited by E. Stein, R. de
Borst, T. Hughes.
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In this chapter, we present several locally defined approximation operators I. To be defined locally
means that, on an element K, the approximation (Iu)|k is determined by u|x or u|,, , where wk is a
union of elements adjacent to K. We call I an interpolation operator if (Iu)|x depends solely on u|x.
If (Tu)|x depends on the neighborhood wk, we refer to I as a quasi-interpolation operator. Possibly
the simplest representative of an interpolation operator is the classical piecewise linear interpolation,
which requires continuity of u to be well-defined. An example of a quasi-interpolation is one where
the node values are obtained by averaging on elements close to that node; then, u merely needs to be
in L'. Both interpolation and quasi-interpolation operators have their established place in numerical
analysis. While interpolation operators have tighter locality properties and are often simpler to use,
the regularity requirements can be fairly stringent. In contrast, quasi-interpolation operators require
minimal regularity. As an example for the need of quasi-interpolation operators we mention the analysis
of residual error estimation in FEM. The approximation properties of such approximation operators
depend crucially on the (local) regularity of u. In the present chapter, we capture this regularity in
terms of membership in Sobolev spaces.

Let us highlight some key features of locally defined approximation operators. In the h-version, i.e.,
for fixed k, the error (u —Iu)|x is of the form O(h®), where « is controlled in terms of both k and the
Sobolev regularity of w on or near K. Even if u is smooth (C°), only an algebraic convergence (as
measured in error versus number of degrees of freedom) can be achieved. In this respect, the p-version
is different since for smooth (more precisely: analytic) functions u, exponential convergence is possible
when k — oo. The locality of the operators I, i.e., the fact that the size of the error (u — Iu)|x can be
assessed in terms of the regularity of u near K, is a strong asset. For example, it allows one to assess
the approximation properties of spaces that are based on locally refined (graded, adaptive) meshes;
we illustrate this feature for the h-version in Section 2.5 and for the hp-version in Section 3.1.3.

The topic of piecewise polynomial approximation is vast, and a selection has to be made. In the context
of the h-version, we focus on local error estimates for both isotropic and anisotropic elements. For the
p-version, we concentrate on the single-element case and emphasize the ability to achieve exponential
convergence. We refer the reader to the chapter Finite Element Methods of ECM2%, and the
chapter The p-Version of the Finite Element Method of ECM2, where these features are
discussed in the context of the FEM. Several important aspects of polynomial approximation are not
covered in this chapter. We mention in particular certain structure-preserving approximation operators
with the commuting diagram property, which are discussed in the chapter Mixed Finite Element
Methods of ECM2, and the chapter Finite Element Methods for Maxwell Equations of
ECM2. Approximation theoretic questions that are closely related to those of the present chapter
have to be addressed in the Virtual Element Method (VEM, see Beirdo da Veiga, Brezzi, Cangiani,
Manzini, Marini, and Russo (2013); Beirao da Veiga, Brezzi, Marini, and Russo (2014)) and the
Isogeometric Analysis (IGA, see Cottrell, Hughes, and Bazilevs (2009), and the chapter Mathematics
of Isogeometric Analysis of ECM2). Also not covered in this chapter are the approximation
theoretic questions that arise in meshless methods and generalized FEM; see the chapter Meshfree
Methods of ECM2 and the chapter Extended finite element methods of ECM2 and (Melenk,
2005b) for details.

The plan of this Chapter is to continue this introductory section with a description of the notion of
finite elements in Subsection 1.2, with a sketch of key arguments of this chapter in Subsection 1.3, and
with a discussion of various conditions on element shapes in Subsection 1.4. In two separate sections
we then treat the h-version interpolation, see Section 2, and the hp-version interpolation, see Section 3.

Let d = 2,3 be the space dimension and z = (z1,...,z4) a Cartesian coordinate system. We use
standard multi-index notation with « := (a1,...,aq), where the entries «; are from the set Ny of

TECM2=Encyclopedia of Computational Mechanics (second ed.). Edited by E. Stein, R. de Borst, T. Hughes
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We denote by Py the space of polynomials of degree k € Ny, i.e., we set Py := span{z®: |a| < k}. The
“tensor product space” Qy is given by Qy := span{z®: a; < k,i=1,...,d}.

The notation W*?(G), £ € Ny, p € [1,00], is used for the classical Sobolev spaces with the norm and
seminorm

eny = 3 [ 1070,

lal<e

Wpiny = X [ Dop

|a|=¢

for p < oo and the usual modification for p = co. In general, we will write L?(G) for W%?(G) and
H*(G) for W*?(G). The symbol C is used for a generic positive constant, which may be different at
each occurrence.

1.2. Finite Elements

In this subsection, we briefly introduce the notion of finite elements. While the chapter Finite
Element Methods of ECM2 presents this topic comprehensively, we focus on those pieces that
are necessary for the the current chapter.

Finite element spaces over a domain Q C R? are defined on the basis of a finite element mesh or
triangulation T of . This is a subdivision of €2 into a finite number of closed bounded subsets K
with nonempty interior and piecewise smooth boundary in such a way that the following properties
are satisfied:

e The closure of the domain Q is equal to the union of all the finite elements, Q@ = |+ K.

e Distinct K1, K2 € T have no common interior points.

e Any face of an element K; € 7T is either a subset of the boundary 02 or a face of another
element K5 € 7. In particular, hanging nodes are not admitted.

The elements are usually triangles or quadrilaterals in 2D or tetrahedra or hexahedra in 3D but further
shapes are possible. In fact, elements of different shape may be used side by side in a mesh. For reasons
of implementation and analysis, elements are typically the image of a reference configuration under
an element map. These observations lead us to the following assumption:

Assumption 1.1. There is a fized finite set R of reference elements. For each K € T, there is a
reference element K € R and a bijection, the element map,

Fx:ZeR— z = Fx(z) e R

~

with K = F (K).
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The standard example is the affine element mapping Fx
Fx(Z) = AT4a with A e R ¢ e RY (1.1)

of course, this puts restrictions on the number of possible shapes of an element. More general mappings
are discussed in Subsection 1.4. The standard examples of R in the case d = 2 is the set R = {T, S}
with the reference triangle T and the reference square S. For d = 3, R, may consist of a tetrahedron,
a hexahedron, a wedge, and a pyramid.

Let Pz be a finite-dimensional linear space of functions defined on the reference element K. On each
element K € T we define the space Pk via

uePkg ff wi=uo Frx € Pg. (1.2)

In this chapter we will concentrate on spaces Px of scalar functions; vector valued functions as they
occur in Nédélec or Raviart—Thomas elements are not considered. The simplest example for triangular
or tetrahedral elements K is that Pg is the space of polynomials of degree one. By an affine mapping
Fk one obtains also for Px polynomials of degree one. Further examples of finite elements are discussed
in the chapter Finite Element Methods of ECM2 (Examples 4-9 and 16-17).

The weak solution of elliptic boundary value problems of order 2m is generally sought in a subspace V'
of the Sobolev space H™(2). The corresponding H™-conforming finite element space is defined by

FEr :={ve H™(Q): vk :=v|x € Px VK € T}. (1.3)

The dimension of FE7 is denoted by N, . Note that we usually consider a family of finite element
spaces with Ny — oo but the finite set R of reference elements remains the same for all members of
this family.

In the finite element method (FEM), the H™-conforming space FE7 is typically modified in
several ways. First, essential boundary conditions have to be accounted for. Imposing for simplicity
homogeneous essential boundary conditions we obtain the space V.C H™(2) and the N-dimensional
finite element space Vy. The method is called conforming if V- C V, i.e., when Vr = V N FEr.
Second, non-conforming finite element spaces Vi ¢ V are often employed.

A unified framework that includes many conforming and non-conforming finite elements was
introduced by Ciarlet (1978): A finite element is taken to be the triple (K, Px,Nx) with K € T and
Pk as above and with N = {N; i };—; being a basis of the dual space Py. The linear functionals in
Nk are sometimes called nodal variables, although N € Nk is not necessarily a function evaluation in
nodes. The approach of Ciarlet (1978) leads in a natural way to an interpolation operator, the nodal
interpolation operator studied in Subsection 2.1.1.

1.8. Arguments in a Nutshell

The aim of this subsection is to demonstrate which ingredients are needed for a simple proof of a local
interpolation error estimate. The details are then worked out in Sections 2 and 3.

An interpolation operator I7: W*P(Q) — FE7 is defined elementwise
(ITu)|K =Igu VK E€eT, (1.4)

where the element interpolation operator I : wer (K) — Pk is defined via

Igu = Z N,k (u) i,k
P
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by using a basis {¢i x};_, of Px and a set of unisolvent linear functionals {N; x}; ;. Unisolvent
means the following implication: if the values N; x (w), ¢ = 1...,n, vanish for function w € Pk then
w = 0.

In order to obtain constants independent of the shape and size of the element K, the core estimate

is proved on the reference element K from Assumption 1.1 and transformed from K to K by the
mapping Fi. To do this one needs the relationship

(Ixku)o Fx =1z(uo Fk) Vu€ WP (K)

with an interpolation operator Iz: WP (K) — Pj. This relationship follows from Nj g (u) =
N, z(u o Fk), which is satisfied for a large class of interpolants. The interpolant enjoys the
interpolation property

10 =@ V&P, CPg,

where in this form a restriction on the parameter ¢ is hidden. Moreover, the interpolation operator is
assumed to be continuous in the sense

~ ~ ~ £,p (7>
v — If{”|wm,q(f<) < C(Pk)nvnwém(f{) Yo € WP (K),
which implies assumptions on the parameters m, ¢, £ and p.

The mapping Fk is also used to work out the dependence of the error on the size of the element

K = Fg(K). In Lemma 2.8 we show for the case of an affine mapping the estimates
|U‘W’”v‘1(K) < C|K|1/q9;(m|alw7”»qu?)7
~ - ¢
|u|wlyp(f<) < CIK]| 1/th|u|vaP(K)7
where hx is the diameter of K and gk is the diameter of the largest ball inscribed in K.
By using the polynomial w from the Deny-Lions lemma
JWeEPry: |u— @valypu?) = C’|a|wl,p(f<)7
see Subsection 2.2, we obtain via
= Txculwmae) < CIK[Y 0™ [0 = Tl o i)
— OIK|Y 0™ (@ = @) = L (@ — D) yyma )
< CCPR)K[M 0x™ [T — @l e ()
1 —m |~
< CC(PR)IK| /qQK |u|W€,p(;?)
- —myl
< COPR)IKI P 05 hiclulwe o 1
the desired error estimate.

In the h-version finite element method (h-FEM) the polynomial space Py is fixed so that C(Py) is
just a constant. Hence Section 2 focusses on investigating various interpolation operators and element
shapes. In contrast to that, it is important in the hp-version finite element method (hp-FEM) to
elaborate the dependence of C(Pg) on the polynomial degree k. Section 3 focusses on this issue in
the one-dimensional case and briefly in the multi-dimensional case.
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Figure 1. Isotropic and anisotropic triangles.

1.4. Shape Regularity and Conditions on the Element Maps

A typical parameter for the description of the elements K is the aspect ratio vk, the ratio of the
diameter hx of K and the diameter gk of the largest ball inscribed in K. We will call elements with
a moderate aspect ratio isotropic and elements with a large aspect ratio anisotropic. For isotropic
elements, we allow the quantity vk to be absorbed in constants in error estimates, whereas for
anisotropic elements, the impact of the aspect ratio must be made explicit. Ideally, estimates that
are uniform in the aspect ratio are sought.

Example 1.2. (Isotropic and anisotropic simplices) tetrahedra and triangles with planar faces (edges)
are sometimes called shape-regular if they are isotropic. Shape-reqularity is generally used as a property
that is easy to achieve in mesh generation and that allows for a numerical analysis at moderate
technical expense, e.g., interpolation error estimation (uniform in k), or the proof of a discrete
inf-sup condition in mized methods or efficient multilevel solvers.

Zlamal (1968) has shown for triangles with straight edges that a lower bound on the interior angles is
equivalent to an upper bound on the aspect ratio. Therefore, shape-regularity can be defined equivalently
via a minimal angle condition: There exists a constant ymin > 0 such that the angles of all triangles
of a family of triangulations are bounded from below by Ymin -

Elements with large aspect ratio can be used advantageously for the approrimation of anisotropic
features in functions, for ezample, boundary layers or singularities in the neighborhood of concave edges
of the domain. For the numerical analysis, it is often necessary to impose a maximal angle condition:
There ezists a constant ymax > 0 such that the angles of all triangles of a family of triangulations are
bounded from above by Ymax. An analogous definition can be given for tetrahedra (see Apel (1999a),
pages 54, 90f). Figure 1.2 shows an isotropic triangle and two anisotropic triangles, one that satisfies
the mazimal angle condition and one that does not. Note that if the angles are bounded from below
away from zero, they are also bounded from above away from m, whereas the converse is not true.
Therefore, estimates are usually easier to obtain for shape-regular elements (where cot ymin enters the
constant) than for anisotropic elements (where, if necessary at all, cot Ymax enters the constants).

Most monographs consider only shape-reqular elements, for example, Braess (1997), Brenner and Scott
(1994), Ciarlet (1978, 1991), Hughes (1987), and Oswald (1994). Anisotropic elements are investigated
mainly in research papers and in the book by Apel (1999a). The mazimal angle condition was introduced
first by Synge (1957), and later rediscovered by Gregory (1975), Babuska and Aziz (1976), and Jamet
(1976). .

Example 1.3. (Shape-regular quadrilaterals) From the theoretical point of view, it is important to
distinguish between parallelograms and more general quadrilaterals. By an affine mapping Fx from a
reference square K one obtains parallelograms only, otherwise a more general sub- or isoparametric
mapping has to be used. The affine case is of course simpler, and results for triangles can usually be
extended to parallelograms. Shape-regularity is defined by a bounded aspect ratio vk . Parallelograms
are sometimes even easier to handle than triangles since the edges point into two directions only.
Similar statements can be made in the three-dimensional case for parallelepipeds.
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Figure 2. Degenerated isotropic quadrilaterals.

The situation changes for more general elements. A bounded aspect ratio is necessary but not sufficient
for shape-reqular quadrilaterals. For several estimates, it is advantageous to exclude quadrilaterals
that degenerate to triangles (see Figure 1.3). The literature is not unanimous about an appropriate
description. Ciarlet and Raviart (1972,b) demand a uniformly bounded ratio of the lengths of the
longest and the shortest edge of the quadrilateral and that the interior angles are away from zero and
. Girault and Raviart (1986) assume equivalently that the four triangles that can be formed from the
vertices of the quadrilateral are shape-reqular in the sense of Example 1.2.

Weaker mesh conditions were derived by Jamet (1977) and Acosta and Durdn (2000). Jamet proves
that the elements shown in Figure 1.3 can be admitted, but he still relies on a bounded aspect ratio.
Acosta and Durdn formulate the regular decomposition property, which is the weakest known condition
that allows to prove the standard interpolation error estimate for Q1 elements. For a detailed review,
we refer to Ming and Shi (2002,b).

Further classes of meshes can be described as being asymptotically parallelograms (see also the papers
by Ming and Shi). Some results that are valid for parallelograms can be extended to such meshes
but not to general quadrilateral meshes, for example, superconvergence results and interpolation error
estimates for certain serendipity elements (compare Remark 2.14). Meshes of one of these classes arise
typically from a hierarchical refinement of a coarse initial mesh.

A more detailed discussion of all these conditions is beyond the frame of this chapter. We will
restrict further discussion to affine elements and to elements that are shape-reqular in the sense of
Ciarlet/Raviart or Girault/Raviart. =

Remark 1.4. (curved elements) We presented the arguments in Subsection 1.3 for affine element
maps Fi. Non-affine element maps Fk, for example, the isoparametric mappings mentioned above or
transfinite blending elements, (Gordon and Hall, 1973), may be required to ensure sufficiently accurate
representations of the geometry. This is particularly pronounced in the context of high order methods
and therefore addressed in the chapter The p-Version of the Finite Element Method of ECM2
(Sec. 2.4). Various issues arise from the use of non-affine Fr including the following two difficulties
not encountered in the affine case: First, the parametrizations of common faces of neighboring elements
have to be compatible so that the approximation space FET is sufficiently large. Second, some conditions
on the derivatives of Fi have to be imposed in order to make sure that the expected powers of |K|
arise by the transformation arguments of Subsection 1.8. In the present article, we do not elaborate
these issues, only the latter is discussed briefly in Remarks 2.18 and 2.14, page 14, and Example 2.20,
page 18, for the case of isoparametric mappings. n

2. h-Version Interpolation

Section 2.1 is devoted to the definition of the interpolation operators. After a short discussion of
the classical Deny-Lions lemma in Section 2.2, we derive error estimates for the nodal interpolation
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operator in Section 2.3, both for isotropic and anisotropic elements. We develop the theory in detail for
affine elements and discuss briefly the nonaffine case. Quasi-interpolants are investigated in Section 2.4
for isotropic Lagrangian elements, whereas anisotropic elements are mentioned only in short. An
example for a global interpolation error estimate is presented in Section 2.5. A typical solution of
ellptic partial differential equations in corner domains with corner singularities is interpolated on a
family of graded meshes, which are chosen such that the optimal order of convergence is obtained
despite the irregular terms. We underline that the chapter is written in the spirit of the h-version
of the finite element method. We do not investigate the dependence of constants on the polynomial
degree of the functions and refer to Section 3 for this.

2.1. Definition of Interpolation Operators

2.1.1. Nodal Interpolation. As already mentioned at the end of Subsection 1.2, Ciarlet (1978)
introduces finite elements in a more abstract way as the triple (K, Pk, Nk), where Nx = {N; x }i 1

is a basis of the dual space Pj;. The linear functionals in N are sometimes called nodal variables and
define a basis {¢; x}j=1 of Pk via

Nik(¢jr) =bij, 45=1,...,m, (2.1)

which is called the nodal basis. It is now straightforward to introduce the nodal interpolation operator
Ixu = Z N,k (u) i i -
=1

This interpolation operator is well defined for functions w for which the functionals N; x can be
evaluated. For example, if these functionals include the pointwise evaluation of derivatives up to order

s, then Ix is defined for functions from C°(K) D Wsl’p(K) with s’ > s + d/p. If the functionals
involve the evaluation of integrals only, the required smoothness is correspondingly lower. The duality
condition (2.1) yields Ix ¢ x = ¢j,kx, j =1,...,n, and thus

Ikdp=¢ Vo€ Pk. (2.2)

We now impose assumptions in addition to those already made in the introduction.

Assumption 2.1. The finite element (K, Pk, Nk) is constructed on the basis of a reference element

(IA{,PIA(,NR) satisfying Assumption 1.1 and the relation (1.2), see page 4. Furthermore, we assume
that the nodal variables satisfy

Ni,K(u):Ni,f{(u o FK), i:1,...,n, (23)

for all u for which the functionals are well defined.

Under this assumption, we obtain the property

(Ixku) o Fx = (ZNi,K(U)¢i,K> o Fk
1=1

DN g (@, g =1z,
i=1

which allows one to estimate the error on the reference element K and then transform the estimate
to K.
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The definition of FE7 in (1.3) allows us to introduce the global interpolation operator I+ by (1.4),

ie., (Iru)|x =Ik(u|k) for all K € T. With the basis {(;SZ}ZV:*'I of FE7 and the globalized set of nodal
. N, .

variables N7+ = {N;},_;, we can write

Iru= Z N;(w)i. (2.4)

Note again that 7 acts only on sufficiently regular functions so that all functionals N; are well defined.

Remark 2.2. We distinguish between the finite element space FEr of dimension Ny and its N-
dimensional subspace Vi where boundary conditions are imposed, N;(u) = 0 for u € V and
i=N+1,...,N4. Therefore, equation (2.4) is equivalent to

Iru= ZNi(u)qﬁi, (2.5)

i.e., boundary conditions pose mo particular difficulty for the analysis of the nodal interpolation
operator. u

2.1.2. Quasi-interpolation. A drawback of nodal interpolation is the required regularity of the

functions the operator acts on. For example, for Lagrangian elements, we need u € WS/’p(K ) with
s’ > d/p to obtain well-defined point values via the Sobolev embedding theorem. This assumption
may fail even for simple problems like the Poisson problem with mixed boundary conditions in concave
three-dimensional domains, where a r*-singularity with A close to 0.25 may occur; here, r = r(x) is the
distance of a point z €  to the set of edges. Moreover, an interpolation operator for W*?(Q)-functions
is needed for the analysis of a posteriori error estimators and multilevel methods.

The remedy is the introduction of a quasi-interpolation operator

N
Qru=Y Ni(IlLu)p, (2.6)
i=1
i.e., we replace the function w in (2.5) by the regularized functions IT;u. The index ¢ indicates that we
may use for each functional N; a different, locally defined averaging operator II;.

For simplicity of exposition, we restrict ourselves to Lagrangian finite elements, that is, the nodal
variables have the form N;(u) = u(a'), where the points a’ € Q are the nodes. (Nodes of Lagrangian
elements are points where function values define the interpolant, see also the chapter Finite Element
Methods of ECM2. Nodes should be distinguished from vertices, which are the corners of the
elements of the mesh.) For quasi-interpolation of C"'-elements, we refer to Girault and Scott (2002),
and for the definition of quasi-interpolants for lowest-order Nédélec elements of first type and lowest-
order Raviart-Thomas elements that fulfill the commuting diagram property (de Rham diagram), we
refer to Schoberl (2001) and Ern and Guermond (2015b). A new L'(Q)-stable quasi-interpolation
operator which is a projection and preserves homogeneous boundary conditions is introduced by Ern
and Guermond (2015a) and illustrated in H'-, H(curl)- and H(div)-conforming finite element spaces.

Each node a*, i =1,..., N, is now related to a subdomain w; C € and a finite-dimensional space P;.
Different authors prefer different choices. We present two main examples.

Example 2.3. (Clément operator) Clément (1975) considers Px = Py, in simplicial elements K with
plane faces. Each node a*, i =1,..., N, is related to the subdomain w; := int supp ¢;, where ¢; is the
corresponding nodal basis function and int stands for interior. The averaging operator

i: L' (wi) = Pey (2.7)
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is then defined by
/ (’U — Hﬂ))¢ =0 VoelP,q, (28)

which is for v € L*(w;) the L?(w;)-projection into Pe_1. This operator has the important property
Hip=¢ Vo ePr. (2.9)

One can choose the parameter £ depending on k, for example, ¢ = k+1, or depending on the reqularity
of u. For u € W*P(Q), the choice £ = min{s, k + 1} is appropriate. Note that the resulting operator
Q7 defined by (2.6) has the property that (Q7 v)|k is determined by v|w, and not only by v|k, where

wi = ] wi (2.10)

ital€K
We estimate the interpolation error for this operator in Subsection 2.4. .

Remark 2.4. There are several modifications of the Clément operator from Example 2.3. Bernardi
(1989) computes the average in some reference domain @;, which is chosen from a fized set of reference
domains. This idea is used to treat meshes with curved (isoparametric) simplicial and quadrilateral
elements. The particular difficulty is that the transformation that maps ©; to w; is only piecewise
smooth. Bernardi and Girault (1998) and Carstensen (1999) modify further and project into spaces
of piecewise polynomial functions. Oswald (1994) uses the particularly simple choice w; = int K; with
a’ € K; over which to average. Verfiirth (1999b) develops a new projection operator Pé_l (see the
last paragraph in Subsection 2.2) and uses it in Verfirth (1999a) as the averaging operator I1; in the
definition of a quasi-interpolation operator. This modification allows for making explicit the constants
in the error estimates. .

Remark 2.5. The quasi-interpolant Q7 v satisfies Dirichlet boundary conditions by construction
since the sum in (2.6) extends only over the N degrees of freedom of V. The nice property of I+
mentioned in Remark 2.2 is not satisfied for the Clément operator, since N;(IL;u), i = N +1,..., Ny,
s not necessarily zero for uw € V. Consequently, the elements adjacent to the Dirichlet boundary must
be treated separately in the analysis of the interpolation error. An alternative is developed by Scott and
Zhang (1990). .

Example 2.6. (Scott-Zhang operator) The operator is introduced by Scott and Zhang (1990) similarly
to the Clément operator (see Ezample 2.8). In particular, the projector I1;: L'(w;) — Pe_1 is also
defined by (2.8). The essential difference is that w; (still satisfying a* € @;) is allowed to be a (d — 1)-
dimensional face of an element K;, and for Dirichlet boundary nodes, one chooses w; to be part of the
Dirichlet boundary T'p. In this way, we obtain N;(II,u) = 0 if a* € I'p. The operator even preserves
nonhomogeneous Dirichlet boundary conditions v|r, = g if g € FE7|r, and £ =k + 1 in (2.7). The
Scott-Zhang operator is also projector onto the finite element space, i.e., it preserves finite element
functions.

To be specific about the choice of w; for a* € T'p, we recall from Scott and Zhang (1990) that
wi =K €T ifa € intK, and w; 2 a' is a face of some element otherwise. Note that the face
s not uniquely determined if a* does not lie in the interior of a face or an element. For an illustration

and an application of this operator in a context where the nodal interpolant is not applicable, we refer
to Apel, Sindig, and Whiteman (1996).

The operator can be applied to functions whose traces on (d — 1)-dimensional manifolds w; are in
LY (wy), i.e., for u € W5P(Q) with £ > 1 and p = 1, or with £ > 1/p and p > 1. Consequently, it
requires more regqularity than the Clément operator, but, in general, less than the nodal interpolant.

Finally, Verfirth (1999a) remarks that in certain interpolation error estimates that are valid for both
the Scott-Zhang and the Clément operators, the constant is smaller for the Clément operator. .
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2.2. The Deny-Lions Lemma

In this section, we discuss a result from functional analysis that turns out to be a classical
approximation result, the Deny-Lions lemma (Deny and Lions, 1953/54), which is an essential
ingredient of many error estimates in the finite element theory. It essentially states that the W*? (G)-

seminorm is a norm in the quotient space W*?(G)/P;_,. We formulate it for domains G of unit size
diam G = 1.

Lemma 2.7. (Deny and Lions) Let the domain G C R? with diam G = 1 be star-shaped with respect

to a ball B C G, and let £ > 1 be an integer and p € [1,00]. For each u € WP (@), there is a w € Py,
such that

v —wllwere < Clulwera), (2.11)

where the constant C' depends only on d, ¢, and v := diam G/diam B = 1/diam B.

One can find different versions of the lemma and its proof in the literature. Instead of giving one of
them in full detail, we sketch some of them, thereby elucidating some important points.

A classical proof is to choose a basis {oa }|a|<e—1 0f Py_; and to prove that [ulwen @y +2 a<o—1 [0a(w)]
defines a norm in W%? (@) that is equivalent to lullywe.r(q)- Determining w € Py—1 by oa(u —w) =0
for all a: |a] < £ —1 leads to (2.11). For £ = 1, there is only one functional o to be used, typically
o(u) := |G|~ [, u. For £ > 2, one can take the nodal variables N of a simplicial Lagrange element
(S,Pe—1,Ns) with S C G (Braess, 1997) or o4 (u) := |G|} J D%u (Bramble and Hilbert, 1970). The
proof is based on the compact embedding of W?(G) in LP(G) and has the disadvantage that it only
ensures that the constant is independent of u, but it can depend on all parameters, in particular, on
the shape of G. The result is useful when applied only on a reference element G = K. Dobrowolski
(1998) uses oo (u) = |G|™* Jo D%u as well and obtains with a different proof that the constant is
independent of the shape of G (in particular also independent of ) but he needs convexity of G.
Related estimates can be found in (Karkulik and Melenk, 2015), Thm. 4.2.

Dupont and Scott (1980) choose w to be the averaged Taylor polynomial (also called Sobolev
polynomial)

Thu(z) = /BTﬁu(:c)qﬁ(y) dy € Py_1,

where the Taylor polynomial of order £ — 1 evaluated at y is given by

Tiu(e) = Y LD —y)" € P

lal<t—1

and where B is the ball from the lemma, and ¢(-) is a smooth cut-off function with support B and
fRd ¢ = 1; see also Brenner and Scott (1994, Section 4.1). This polynomial has several advantages,
among them the property

D°Thu =T "D vYu e W*(B), (2.12)

which will lead to simplifications later. This choice of w also allows one to characterize the constant
in (2.11) as stated in Lemma 2.7. Moreover, several extensions can be made: the domain may be
generalized to a union of overlapping domains that are each star-shaped with respect to a ball, and
the Sobolev index ¢ may be noninteger, see the original paper by Dupont and Scott (1980).
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Verfiirth (1999b) defines in a recursive manner the projector P&: H*(Q) — Py,

¢ ._ oy,
o | £
k—1 _ a _ _
pe (u) = +|Zk1a'|G|/D (u))], k=££—-1,...,1,
P& = p&(u), (2.13)

which also commutes with differentiation in the sense of (2.12) and allows one to prove (2.11) for

w = Pé_lu with a constant C, depending only on £ and p € [2, oo]. The restriction p > 2 is outweighed
by the fact that, for convex €, the constant C' does not depend on the parameter v := diam G/diam B.

2.8. Local Error Estimates for the Nodal Interpolant

2.3.1. Isotropic Elements. The proof of local interpolation error estimates was already sketched in
Subsection 1.3 and shall be detalled now. Recall that We assume that for each element K € 7 there
is a bijective mapping Fx: Z € R — z = = Fk () € R?, which maps K to K. The following lemma
provides transformation formulae for seminorms of functions if F is affine.

Lemma 2.8. Let Fx(Z) = AZ + a be an affine mapping with K = Fx(K). If t € W™(K), then
u=1u o Fg' € W™K) and

lulwm.agry < CIE M 10 lyym.a ) - (2.14)
Ifue WO (K), theni=u o Fx € W5(K) and

[@lwew ) < CIKI™PRiclulwen i) (2.15)

The constants depend on the shape and size of K.

Proof. We follow Ciarlet (1978). By examining the affine mapping, we get Vo = ATVv and thus

ulwmagrey < CIEVAATG [alyym.a ),

Alyeszy < CIKITYPIANS [ulwes i) -

The factor with the power of |K| arises from the Jacobi determinant of the transformation. This
determinant is equal to the ratio of the areas of K and K. The norm of A can be estimated

by considering the transformation of the largest sphere S contained in K. For all € R with

~

|Z| = o = diam§, there are two points 7,z € S such that 7 = y — z. By observing that
|AZ| = [(AY + a) — (AZ +a)| = |y — 2| < hx, we get

Az h
JAl = sup 1421 < hxe
El—ez 98  OR
and analogously ||A™'(|2 < hz/ox. This finishes the proof. 0

We are now ready to state the local error estimate.
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Theorem 2.9. Let (f(7 Pr,Ng) be a reference element with
P,y C Pg, (2.16)
N C (C(K)). (2.17)

Assume that (K,Px,Nk) is affine equivalent to (IA(7 Pr,Ng), i.e., Assumption 2.1 holds with an
affine mapping Fx. Let u € W5P(K) with £ €N, p € [1,00], such that

WOP(R) = C(R), ie., €>s+ g, (2.18)
and let m € {0,...,£—1} and q € [1,00] be such that
WP (K) < W™Y(K). (2.19)
Then the estimate e
| — Ticulwm.acy < CIEIMY Y Phicor™ [ulywes i) (2:20)
holds.
Proof. From (2.17) and (2.18), we obtain
IN;, (@) < Clvllos () < Cllllwes(g) (2.21)

and, thus, with ||¢i71?||w,,n,q([?) < C, the boundedness of the interpolation operator:

‘If(awm,q(f() =

ZNi,f((a)d’i,f{
i=1

wm.a(K)

IN

Z |Nz,f((a)‘ ‘¢i,I?|W”"s<I(I?) < CH'/U\”W’QP(I?)»
i=1

where the constant depends not only on IAQ s, m, g, £, and p but also on M. The embedding (2.19)
yields

|U|Wm,q(f() < CH””WH}(}?)'
Combining these estimates, choosing @ € Ps—; according to Lemma 2.7, and using @ = Iz@ due to
(2.16), we get

@ =1zl ymary = |@=@) =1z —=0)|wmag,
< COllu—llyer g,
< C|@\We,p(k). (2.22)
By transforming this estimate to K (using Lemma 2.8), we obtain the desired result. |

Corollary 2.10. Under the assumptions of Theorem 2.9 we obtain for isotropic elements in particular

lu — Iculwmacry < LK PRE ™ ul e i) (2.23)

Note that this theorem restricts for simplicity to affine elements, but is valid not only for Lagrangian
elements but also for other types, including Hermite elements. Note further that we have used
the assumption (2.18) for deriving the bound (2.21). It is indeed not sufficient to assume u €

W (K) N C*(K) as we see in the following example.
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Example 2.11. Let K be the triangle with vertices (0,0), (1,0), and (0,1), let ¥ = /72 + 22,
and consider the linear interpolation polynomial. For the family of functions Ue(z1,z2) =
min {1,eIn [In(7/e)[} one can compute that Iz tc(Z1,22) = 1 -1 —22 (independent of €), |te| 1 7y —
0 for e =0, and |[tc — IgUel[ 12y 7 0 for e = 0, hence the estimate ||[u — Izt 2%y < Clul g (g,
does not hold. .

Remark 2.12. Interpolation error estimates can also be proved for functions from weighted Sobolev
spaces, for example,

H>*(G) :={ue W"(Q) : r*D’u e L*(G) VB : |B| = 2},

where r is the distance to some point x € G C R?, and

2 e 2
‘“|H2wa(c) = Z [l DBUHLZ(G)a
|B]=2
HuHiI?’a(G) = HuH‘Q/le?(G) + \Uﬁﬂ,a(cy

Grisvard (1985) shows in Lemma 8.4.1.8 the analog to the Deny-Lions lemma: For each u € H**(G)
with o < 1, there is a w € Py such that

||u_wHH2,0t(G) S C(G)|u|Hza(G) (224)
The interpolation error estimate
|u—IKu|W1,2(K) < Ch%(gl_(l_a|u|H2,a(K) (2.25)

is then proved in Lemma 8.4.1.4 for triangles K. This result can be applied in the proof of mesh-grading
techniques for singular solutions, where the singularity comes from corners in the domain @ C R%. =

Remark 2.13. Second derivatives of an affine transformation Fi wvanish. This leads to the special
structure of the relations (2.14) and (2.15), where no low-order derivatives of U and u, respectively,
appear on the right-hand sides. This is no longer valid for nonaffine transformations. In the case that

ID*Fr| < ChI2Y va: o) < (2.26)

we obtain et
[ilyyen iy < CIEI™Phic|ullwer s (2.27)

which is weaker than (2.15), but is still sufficient for our purposes. The assumption (2.26) is satisfied
when Fi differs only slightly from an affine mapping.

However, Estimate (2.26) is not valid for general quadrilateral meshes. Therefore, the theory has to
be refined. For Pk = Qy, this case can be treated with a sharper version of the Deny-Lions lemma:
for each u € W“’(G) there is a w € Qg_1 such that
1/p
LP(G)>

d
lu —wllwer@ <C <Z
i=1

(see Bramble and Hilbert (1971)). For shape-regular elements (in the sense of Cliarlet/Raviart or
Girault/Raviart, see Example 1.8) one can then prove (2.23). .

o
!

Remark 2.14. Some results are weaker for general shape-reqular quadrilateral elements than for (at
least asymptotically) affine elements. For example, Arnold, Boffi, and Falk (2002) have shown for
quadrilateral serendipity elements (here Pr = Qj, := Py @ span{z§2,7125}) that
k —m
[u — Trulpwmz2g) < C’h%/zﬁ_l [ulyes12), m=0,1,

is sharp for general quadrilateral meshes, whereas for asymptotically parallelogram meshes, we get

|u—IKu|Wm,2(K) < Ch§<+17m|ulwk+1,2(K)7 m=0,1. n
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2.8.2. Anisotropic FElements. Anisotropic elements are characterized by a large aspect ratio
vk := hk /oK. Estimate (2.20) can also be reformulated as

| — Trculwm.ace) < CIK[M PRI 3 [ul e ).
which means that the quality of this estimate deteriorates if m > 1 and vk > 1. Let us examine
whether the reason for this deterioration is formed by the anisotropic element (indicating that
anisotropic elements should be avoided) or by the sharpness of the estimates (indicating that the
estimates should be improved).

Example 2.15. Consider the triangle K with the nodes (—h,0), (h,0), and (0,eh) and interpolate
the function u(x1,x2) = x2 in the vertices with polynomials of degree one. Then Ixu = h? — e~ has
and

a 4h2e

_ 1/2
|U — IK’LL|W172(K) . 2h4 [%E =+ %E 1]
|U|W212(K)

= h(i+1e ) =ch

with ce — 0o for e — 0 and ¢ > Cyi. We find that Estimate (2.20) cannot, in general, be essentially
improved and that (2.23) is not valid. Estimate (2.20) can be improved only slightly by investigating
in more detail the transformation from Lemma 2.8 (see e.g. Formaggia and Perotto (2001)). .

Example 2.16. Consider now the triangle with the nodes (0,0), (h,0), and (0,eh) and interpolate
again the function u(x1,x2) = 22 in P1. We get Ixu = hz, and

1/2
lu —Irxulwizk) len? 1 b
|’U,‘W2,2(K) 2€h2 V12

where the constant is independent of €. Estimate (2.23) is valid, although the element is anisotropic
for small €. u

From the two examples, we can learn that the aspect ratio is not the right quantity to characterize
elements that yield an interpolation error estimate of quality (2.23). Synge (1957) proved for triangles
K and PK = ]P)l that

|u — IKulwl,oo(K) S ChK|u|W2,oo(K)

with a constant that depends linearly on (cos(a/2))™!, where a is the maximal angle in K. The
maximal angle condition was found (see also the comment in Example 1.2).

We will now elaborate that Estimate (2.23) cannot be obtained from (2.22) by just treating the
transformation Fx more carefully (compare also Apel (1999a), Example 2.1). To do so, we consider
aAgain the triangle K from Example 2.16 with Px = P1. The transformation to the reference element
K with nodes (0,0), (1,0), and (0,1) is done via 1 = hZ1, z2 = chZ>. Transforming (2.22) in the
special case p=q¢ =2, m =1, { = 2 leads to

5 9 1/2
H O(u — Ixu) 2 || 0(u — Ixw)
hl|||—————= +e ||l ———=
81’1 L2(K) 81'2 L2(K)
2,112 2 2 2,12 1/2
0 || 2 (k) 0x10x2 || 12k 03 || 12 sy
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which can be simplified to

—1
HM < Chlulwes o,
Oy 2
—1 _
HM < Ce hlulw22x,s (2.28)
O L2(K)

-1

but the independence of £~ is not obtainable in (2.28). This factor could only be avoided if we proved
o%u_ |

on the reference element the sharper estimate
5 1/2
L2(R) (H 97,07, L2(f()>

The following lemma from Apel and Dobrowolski (1992) (see also Apel (1999a), Lemma 2.2) reduces
the proof to finding functionals o; with certain properties.

o*u

2
073

ot — 10)
072

|

L2(K)

-~

Lemma 2.17. Let I: C°(K) — Pr be a linear operator and assume that Pr C Pr. Fiz m,f € Ng
and p,q € [1,00] such that 0 <m < ¢ <k+1 and

WP (K) < LI(K). (2.29)
Consider a multi-index v with |y| = m and define J := dim B”PIA{. Assume that there are linear
functionals ;, i1 =1,...,J, such that
o€ (WE™P(R))Y Vi=1,...,J, (2.30)
oi(D'@—1z0) =0 Vi=1,...,J
Vi e C3(K): D" e W™ (K), (2.31)
@ €Pr and oy(D'W) =0 Vi=1,...,J,

= D'o=0. (2.32)

Then the error can be estimated for all @ € C°(K) with D@ € W""™?(K) by
157 @ ~ T2l () < C1D Bluye ) (2.33)

Proof. The proof is based on two ingredients. First, we conclude from (2.12) and the Deny-Lions
lemma 2.7 that @ = T4 € Py_1 C Py, satisfies

. o |y By~
Wy =D"w="Tg WMD" e Py,

and ~
D" — w“/”vvéfm,p(f() < C|D7U|W£fm,p(f()' (2.34)

Second, we see that D (@ — Iz1) € 3773;(. Moreover, E;’Zl loi(-)| and ||| (%) are equivalent norms
in ﬁ”Pf{. Therefore, we get with (2.31) and (2.30)

J
1D (@ — 1)l azy < CY_lo(D(@—1z0))l
=1

J
= C_Z o (DY (@0 — 7))

IN

CHD’Y(@ - a)”wf*m,p(f()'
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Figure 3. Functionals for Lagrangian elements.

Consequently, we obtain with (2.29) and (2.34)
157 @ - 12Dl pazy < 1D7@— D)l puizy
+ D™ (@ =1z @) o)

CID™(@ = @)l e-m.p ()

IN

N

= |D7a‘wlfmyp(f()

which is the assertion. a

The creative part is now to find the functionals {o;};_; with the properties (2.30)-(2.32).

Example 2.18. For Lagrangian elements and m = 1, the functionals are integrals over some lines
(see Figure 3). One can easily check (2.81) and (2.32). The critical condition is (2.30), which is
satisfied for £ =2 only if d =2 or p > 2. One can indeed give an example that shows that

D7 (u - If(a)”w(f() < C’|D717|W1,p(;()

does not hold for d =3, p < 2 (see Apel and Dobrowolski (1992)). .

Let us transform Estimate (2.33) to the element K = Fi (K). We easily see that if Fi(Z) = AZ + a
with A = diag (h1,k, ..., ha,x), then we get
[K| 7YY - Wy 1D (u = Ticw) [ i)
< CIKTPRY bt 3 B hgclD™ T ulloqre.

|e|=—m

Dividing by \K\_l/thlK -+ - hj% and summing up over all 5 with |y| = m, we obtain the anisotropic
interpolation error estimate

u— Iculwmage) < CIK[VIYP " by hG 4 | D ulwm o (xc).- (2.35)

|la|=—m

Remark 2.19. The question for which more general elements the estimate (2.35) holds, is tightly
connected to the choice of a coordinate system in which the element K is described. A more
detailed calculation shows that estimate (2.35) can also be obtained when the off-diagonal entries
of A= [ai,j]‘ij:l in the affine mapping (1.1) are not zero but small,

Qq,j S Cmin{hi,K,hj,K}, i7j = 1,...,d, 7 #], (2.36)

see Apel and Lube (1998). A geometrical description of two- and three-dimensional affine elements
that satisfy (2.36) is given in terms of a maximal angle condition and a coordinate system condition
in Apel (1999a).
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Cao (2005) analyzes the matriz A in the affine mapping (1.1) by using the singular value decomposition
A =UXVT which essentially describes a rotation of the reference element, followed by a contraction
and another rotation. He follows Formaggia and Perotto (2001) and uses the columns of U as the
coordinate system for the partial derivatives on the right hand side of (2.35). Later, Hetmaniuk and
Knupp (2008) advocate to use the columns of A; these are directions of two sides of K but, in general,
do not form an orthogonal coordinate system. If the maximal angle condition is not satisfied, this
coordinate system does not form a stable basis. "

The situation is more difficult for nonaffine elements.

Example 2.20. Consider the quadrilateral K with nodes (0,0), (h1,0), (hi,h2), (g,h2), 0 < e <
ha < h1, which is an e-perturbation of the (affine) rectangle (0, h1) x (0, h2). We have

(@) = (10 )

haZ2

and as in the affine theory

—1Isu
lu—Igulwizgy < |K|1/QZh a o — 1z .
i 2y
< IKM2ES O ht
< |K| Z % )’
2 A~
|5 o n |55
0Ty || 12, 07 || L2k
O —1/2;2
952 < CIK]| / halulw2.2(x),
Haxg L2(R) o
but owing to 8*x1/0%10%2 = — # 0, we get only
2~
Jotil = (3o L)
T10x2 L2(K) T1 |y, 2(K) XT1 L2(K)
and, thus, by using again € < he < hy
ou £ || Ou
u—Igu <C hi .
| Kulw, 2(K) <Z 6331 W2 (x) axl 12 K>>

In Apel (1998), we concluded that we should allow only perturbations with e < Chihsa, but later we
found in Apel (1999a) a sharper estimate without the latter term: observing that P1 € Pk, we get for

w € Py
lu —Ixulwizk)y = \(U_w)_IK(u_wNWLZ(K)
e ||o(u—w)
< h; — | == .
B (Z 81‘1 W12(K) ha 01 LZ(K))

By another Deny-Lions argument, compare (2.84), we get for appropriate w

2
<C

L2(K)

&*u

H (u — w) ,
‘ 85618567,

81’1

L2(K)
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so that

ou
813-;

2
|lu — IKU|W112(K) < CZh,‘
i=1

W2 (K)

can be proved for e < Cha. .

The approach from the example, where a second Deny-Lions argument is used, holds also for more
general quadrilateral elements K with straight edges (subparametric elements) and Pr = Qx (see
Apel (1999a)).

Summarizing this subsection, we can say that the anisotropic interpolation error estimate (2.35) can
be proved for a large class of affine and subparametric elements (for details we refer to Apel (1999a)).
Estimates for functions from weighted Sobolev spaces have been proved as well; see Apel and Nicaise
(1996, 1998) and Apel, Nicaise, and Schoberl (2001).

Chen, Zhao, and Shi (2003, 2004) developed a method that supports finding the functionals {o;};_,
and used it to prove anisotropic interpolation error estimates for nonconforming elements, namely,
the Adini, the Wilson element, and a variant of it. Chen, Yin, and Mao (2008) showed the same for a
nonconforming plate element. The nonconforming lowest order Crouzeix-Raviart element (triangle
and tetrahedron) and prismatic variants of it were investigated by Apel, Nicaise, and Schéberl
(2001). These results were extended to higher polynomial degree by Apel and Matthies (2008).
Anisotropic interpolation error estimates are proved by Acosta, Apel, Durdn, and Lombardi (2008)
for an interpolant defined in terms of moments for anisotropic triangles, quadrilaterals, tetrahedra,
and hexahedra and arbitrarily high polynomial degree.

The anisotropic interpolation error estimates are suited to compensate large partial derivatives D%u
by an appropriate choice of the element sizes hi K, ..., hq x in order to equilibrate the terms in the
sum on the right-hand side of (2.35). The results can be applied to problems with anisotropic solutions;
in particular, flow problems where first results on the resolution of all kinds of layers or shock fronts
can be found, for example, in Peraire, Vahdati, Morgan, and Zienkiewicz (1987), Kornhuber and
Roitzsch (1990), Zhou and Rannacher (1993), Zienkiewicz and Wu (1994), and Roos, Stynes, and
Tobiska (1996).

2.4. Local Error Estimates for Quasi-Interpolants

Recall from Subsection 2.1.2 that we restrict ourselves here to Lagrangian elements, that is, Nj, k(u) =
u(a®) where a*, i = 1,...,n, are the nodes of K. The quasi-interpolants can be defined locally by

Qxru = Z Ni (Il g w) s ik
i=1

with projectors II; xu: Ll(wi,K) — Py_1 and sets w; x that are defined differently by Clément and
Scott/Zhang (see Examples 2.3 and 2.6, respectively). The local number of degrees of freedom that
defines the operator correctly is denoted by n. For the Scott-Zhang operator, we can use n = n. For
the Clément operator, we also have n = n if K NI'p = (), but 7 < n if K touches the Dirichlet
boundary. Let wx C €2 be the interior of a union of finite elements with K C Wi and w; x C wk,
1=1,...,n; typically, one defines

w]{ = U Kl

K;€T:K;NK#D
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We will prove error estimates in a uniform way for both operators and for triangles, tetrahedra,
quadrilaterals, and hexahedra, but we restrict ourselves to affine isotropic elements.

To bound the interpolation error u — Qxu, we need several ingredients. The first one is the inclusion
Py—1 C Pk which is satisfied for the affine elements mentioned above if Px = Py or Px = Qx and
¢ <k + 1. Then we obtain

Qrw=w Yw € Py (2.37)
because of N; x (II; kw) = N; x (w) for w € Pp_y.
Since II; kv is from a finite-dimensional space, we have
T, k0| oo (o) < Clwiie| ™ 2T k0| L2 o)

Moreover, we get from the definition (2.8) with ¢ = II; xu that

2
kol ) = / o T, i
' wi K

IN

(V1121 (s 5y i, K V]| Lo (w0 ) s
ie.,
-1
ING, i (ILs, 5 v) | < [[TLi, k0| o0 (w; 1) < Clwisre | 0l L1 (w0 ) (2.38)
If wi i is d-dimensional, we conclude
NGk (T, 5 0) | < CIE | |vl| g1 o) -

If w; x is (d — 1)-dimensional, namely, a face of an element K; C wk, we need to apply the trace
theorem on the reference element. By transforming to K;, we obtain
ol ) < Clwik] Kl ™ (Iollpr s,y + b Jolwia i,y »
-1
INix (Wi xv)] < CIE] ([0l gy + hrclolwriawg)) s
where we used the fact that adjacent isotropic elements are of comparable size: if K; N K; # () then

hi; < Crhi; with a constant C'r of moderate size, for example, C7 = 2. We are now able to bound
the norm of Qx by

|Qrv|wmak) = ZNi,K(Hi,KU)¢i,K
i=1 wWmsd(K)
n
< Z N, e (I, e 0)| |, 1 [wmoa (k)
i=1
Z .
< CIKITYY D holwsa gy 1KY ThE™
=0
Z .
< ORI R olwi () (2.39)

Jj=0

with ¢ > 0 for the Clément operator and £ > 1 for the Scott-Zhang operator. We have also used the
Hélder inequality [|v|L1(x) < H1HLp’(K)||”||LP(K) = |K|171/p‘|v||LP(K)~
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By transforming the embedding theorem Wz’p(f() — Wm‘q(l?), which we assume to hold, we get

2
|U|W’"’q(K) < C’|K|l/q_l/p Z hﬂ_m|v|wa‘m(x)7 (2~40)
j=0

where we used the formulae from Lemma 2.8 and hx < Coxk.

The next ingredient we need is a version of the Deny-Lions lemma 2.7. By the scaling z = hxT € R?,
we transform wg to Wk, which is an isotropic domain with diameter of order 1. Thus, for any
U € WHP (@), there is a polynomial @ € P,_; such that

[ = wllwer @) < Clilwes )

Scaling back, we obtain

4
j 2
> Bl = i) < Chiclulwem o) (2.41)
j=0

Finally, for Dirichlet nodes a‘, we need a sharper estimate for |N; x (IT; xu)| than (2.38). Consider
an element K with a Dirichlet node a®. Then there is a face F; C T'p at the Dirichlet part of the
boundary with a* € F;, and an element K; C wr with F; C 0K;. By using the inverse inequality, the
identity u|r, = 0, and the trace theorem, we get for £ > 1

Nk (I gu)] = |Wigu(a’)] < T xulne s,
< ORI kull i,
= CIE| lu—T kul g1 (g
)4
< C|Ki|_1/pzh§<i|u—Hi,KU‘WJ',p(K,-)-

=0

Since K; C wi,x and wj, k is isotropic, since II; x is bounded in Wj’p(wi,K), and since II; kg preserves
polynomials w € P;_1, we obtain in analogy to (2.41)

L

[
thJU—Hi,Kﬂwa‘m(m) = Zhi{i\(u—w) —Hi,K(U—wHWa‘m(K,-)
j=0 Jj=0

IN

L
O hiclu = wlwin )
=0

< Chilulwes (-

Thus, we have
NG i (T cw)| < CLE|™ PR ul e o) (2.42)

Note that this estimate holds also for £ = 0 because of (2.38).

With these prerequisites, we obtain the final result.

Theorem 2.21. Let T be an isotropic triangulation. Assume that each element (K, Px,Nk) is affine
equivalent to (K, Pp,Nz) with ey C Pg and Ny = {NZ',K}ZN:*U where N; i (u) = u(a') and a* are
nodes. Let u € Wé’p(wK), wi from (2.10), £ > 0 for the Clément interpolant and £ > 1 for the
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Scott-Zhang interpolant, p € [1,00]. The numbers m € {0,...,£ — 1} and q € [1,00] are chosen such
that W5P(K) — W™%(K). Then the estimate

— L—m
| — Qreulwm.ai) < CLKY VPR ™ fulwen )
holds.
Proof. Consider first the case that Q7 is the Scott-Zhang operator or, if Q7 is the Clément operator,

that K does not touch the Dirichlet part of the boundary. With (2.37), (2.39), (2.40), we obtain for
w € Pp_y from (2.41)

[u — Qrulwm.ak) [(uw —w) — Qr (v — w)|wm.a(x)

< u—wlwmax) + |Qk (U — w)wm.a(x)
‘
1/q— —m j
< CIK[MTTYPRE™ ST Bclu — wliim o)
j=0
By using (2.41), we obtain the desired result.
In the remaining case, we consider the Clément operator and an element K with nodes a’,i=1,...,n,
where the nodes with ¢ =n + 1,...,n are at the boundary. Then we write
lu— Qrulwmag) < |u— Y Nix(Ilixu)dsx + >INk (T xw)| i, i lwmaa i) -
i=1 Wm.da(K) i=n+1

The first term at the right-hand side has just been estimated; the remaining terms are bounded by
(2.42) and | s,k |wm.a (k) < C|K|Y9h;™. Consequently, the assertion is also proved in this case. O

Remark 2.22. The proof given above extends to shape-reqular quadrilateral elements (see
Ezample 1.3), where Fi (-) € (Q1)? when m < 1. In this case, the relations (2.37), (2.39), (2.40), and
(2.41) hold as well. In the same way, we can treat the Clément operator for hexahedral elements K with
Fr(-) € (Q1)3. The Scott-Zhang operator can also be treated if all faces are planar. For elements with
curved faces, one can use a projection operator II; on a reference configuration & (see e.g. Bernardi
(1989)). .

Remark 2.23. For error estimates of the quasi-interpolants on anisotropic meshes, we refer to Apel
(1999b) and Apel, Lombardi, and Winkler (2014). The main results are the following:

e In a suitable coordinate system (compare Remark 2.19), an anisotropic version of Theorem 2.21
holds for m = 0. This is obtained by a proper scaling.

o An example shows that both quasi-interpolation operators are not suited for deriving anisotropic
error estimates in the sense of (2.35) if m > 1.

e Modifications of the Scott-Zhang operators have been suggested such that error estimates of type
(2.35) can be obtained under certain assumptions on the mesh. "

2.5. Ezample for a Global Interpolation Error Estimate

The effectiveness of numerical methods for differential and integral equations depends on the choice of
the mesh. Since singularities due to the geometry of the domain are known a priori, it is advantageous
to adapt the finite element mesh 7 to these singularities. In this section, we define such meshes for a
class of singularities and estimate the global interpolation error in the (broken) norm of the Sobolev
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space W™P(Q). Such an error estimate is used in the estimation of the discretization error of various
finite element methods. Note that this generality of the norm includes estimates in L?(Q), L*°(1Q),
and W3(Q).

Assumption 2.24. Let Q C R? be a two-dimensional polygonal domain with corners c,j=1,...,J.
The solution u of an elliptic boundary value problem has, in general, singularities near the corners c;,
that is, the solution can be represented by

J
u:u0+g Uj
j=1

with a reqular part
uo € WHP(Q) (2.43)

and singular parts (corner singularities) u; satisfying

lef

1D%u;| < 7 vas ol < 4, (2.44)
where r; = r;(x) := dist(x, ¢;). The integer £ and the real numbers p and \j, 7 =1,...,J, are defined
by the data.

This assumption is realistic for a large class of elliptic problems, including those for the Poisson
equation, the Lamé system, and the biharmonic equation. The numbers \; depend on the geometry
of  (in particular on the internal angles at ¢;), the differential operator, and the boundary conditions.
For problems with mixed boundary conditions, there are, in general, further singular terms, but since
they can also be characterized by (2.44), this poses no extra difficulty for the forthcoming analysis.

We remark that there can be terms that are best described by
|D%uj| < CrAjfla‘\lnr-\Bj
il = Cry gl

These terms can be treated either by a slight modification of the forthcoming analysis or by decreasing
the exponent in (2.44) slightly. Note that |In7;|% < C.r~¢ for all € > 0.

Assumption 2.25. Let T be a finite element mesh, which is described by parameters h and p; € (0,1],
j = 1,...,J. We assume that the diameter hx of the element K € T relates to the distances
ri,; = dist(K,¢;), j =1,...,J, according to

hx < ChYHi  ifrg; =0,

s 2.45
hie <Chric 17 ifric; >0 Vji=1,...J. (2.45)

For the purpose of interpolation, isotropic and anisotropic elements are admitted.

This assumption can be satisfied when isotropic elements are used, and when the elements in the
neighborhoods Uj of the corners c; satisfy

Cih'Hi <hg < CohY*i if rg; =0,
1—py 1—pj . ’ (246)
Crhry ;7 <hg <Chhry ; if r,; >0,
j=1,...,J, and when C1h < hg < Czh for all other elements. The size of the neighborhoods U; of
¢; should be independent of h but small enough such that ¢; & U; for i # j. In this case one can prove
that the number of elements of such meshes is of the order h™2. To do this it is sufficient to show that
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the number of elements K C U; with ¢; ¢ K is bounded by Ch™2. By using fK 1 = Cxh% and the
relations for hx and rx, we get

o1 o= > C,;lh;f/l
K

KCUj,cjgK KCUj,cjgK
-2 —2(1—py)
s Ch . Tk /1
KCUj,c; €K K
-2 —2(1—py)
S DY
KCUj,cjgK " K

IN

Ch’z/ 20 < op?,
Uj
since u; > 0.

Finally, we remark that meshes with property (2.46) can be created in different ways. If the
neighborhood Uj is a circular sector of radius R;, one can just move the nodes of a uniform mesh
according to the coordinate transformation

1 .
o ()
R; R;

(see e.g. Raugel (1978); Oganesyan and Rukhovets (1979); or Apel and Milde (1996)). A second
possibility is to start with a uniform mesh of mesh size h and to split all elements recursively until
(2.46) is satisfied; see Fritzsch (1990) or Apel and Milde (1996).

Assumption 2.26. Let Vi be a finite element space corresponding to the triangulation T . Let
I : W5 — Vi be the corresponding nodal interpolation operator satisfying (I1u)|x = Ir(u|r)
for all K € T. We assume that it permits the local interpolation error estimate

lu — Tulwms ) < Chis ™ [ulwes k) (2.47)

with £,p from (2.43), and some m € {0,...,£ — 1}.

Note that this assumption relates the regularity of uo to the polynomial degree. The estimate (2.47)
is proved in Theorem 2.9 only if P,y C Pg. So, if the regularity is low, then a large polynomial
degree does not pay; if the polynomial degree is too low, then the regularity (2.43)-(2.44) is not fully
exploited.

Theorem 2.27. Let the function w, the mesh T, and the interpolation operator Iy satisfy
Assumptions 2.24, 2.25, and 2.26 respectively. Then the error estimate

1/p
(Z lu— IKu|€V7n,p<K)> <Ch™™ (2.48)

KeT
holds if m < £ and, forall j=1,...,J,

2
m-s <N, (2.49)
A77m+2 2
2
" <1 URYER R (2.51)
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Note that condition (2.49) restricts m and p in such a way that u; € W™P(Q) is ensured, since
e Aj—m
il Tym.e 0y = E /|D uj| S/r( ITMP < oo
Q Q

|aj=m

if (\; —m)p > —2. With this argument, we see also that u; € W%P(Q) if \; > £ — 2/p, that is, the
function wu; is as regular as ug in this case, and no refinement (u; = 1) is necessary in Uj.

The left-hand side of (2.48) is formulated with this broken Sobolev norm in order to cover the case

that Ir-uw ¢ W™P(Q). Important applications are discretization error estimates for nonconforming
finite element methods. If I+ u € W™P(Q), then estimate (2.48) can be written in the form

|u — IK’u|Wm,p(Q) S Ch,e_m.

Proof. Consider the neighborhood U; of ¢; with j € {1,...,J} arbitrary but fixed. By
Assumption 2.24, we have

w € WHP(Uy), i=0,...,J, i#j

and, therefore,

1/p 1/p
(e—m)
Z |ui — IKU'Lme,p(K) < Z ChK p|ui z;vl,p(K)
KeU; KeU;
< Cht™, i=0,...,J, i#j. (2.52)

Since the same argument can be applied for Q\ U}le Uj, it remains to be shown that (2.52) holds

also for i = j. Note that we can assume that \; < £ — (2/p), since, otherwise, u; € W*?(Q) and no
refinement is necessary.

If ¢; € K, we estimate the interpolant simply by [[Ixu;||peox) < Cllujllpeex) < Ch;g. Using the
triangle inequality, a direct computation of |u;|wm.p(k), and the inverse inequality for [LIxu;|wm.» (k)
(if m > 0, the case m = 0 is even direct), we get

luj — Ik ujlwme ) < |ujlwm.e k) + [Tk ws|lwm.e i)
(Aj—m)p e —m) g\ 1/p
<C i + Ch" [ K|P Tk ug| oo ()
K
< CRY MKV < o TmRn i < optom,

where we have used the inequalities |K| < Ch¥, (2.44), (2.45), and (2.50). Note that the number of
elements K with ¢; € K is bounded by a constant that does not depend on h. So we get

1/p

Do lu = Ikulmo o <Cchtm (2.53)

KeUj,c; €K

Consider now an element K € U; with ¢; € K, that is, with 7x; > 0. Then, u; € W%?P(K) and we
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can use the interpolation error estimate (2.47). So we get

s = Treuslwmoey < Chi ™ |uglwes

o, (6=m)(1—p1j) g—op)
< Ch Ti K 7 / T 7
K
1/p
t—m (Nj—L+(—m)(1—pj)lp
< o (f )
K
1/p
l—m [Aj—m—p;(L—m)]p
= onen ([ o)
K
since rj, k < 7; in K. Hence,
1/P l/p
Z "U,]' _ IKuj|€V'HL,p<K> < ChZ—m (/ T‘E)\jmlij@m)]p) )
KeUj,c;¢K Uj

The integral on the right-hand side is finite if [\; — m — p;(£ — m)]p > —2, which is equivalent to
(2.50). With (2.52) and (2.53), we conclude (2.48). 0

Remark 2.28. The given proof is an improved version of a proof for a more specific function u in
a paper by Fritzsch and Oswald (1988). In this paper, the authors also address the question of the
optimal choice of uj. They obtain for u; = [A; —m+ (2/p)]/[€ —m+ (2/p)] the equidistribution of the

element-wise interpolation error in the sense [r;’ — Ixr}” lwm.p(x) & const. .

Remark 2.29. The given proof has the advantage that it needs minimal knowledge from functional
analysis. A more powerful approach is to use weighted Sobolev spaces (see Remark 2.12 on page 14 for
an exzample as well as the procedure in Section 3.1.3). The solutions of elliptic boundary value problems
are often described by analysts in terms of different versions of such spaces; see, for example, the
monographs by Grisvard (1985), Kufner and Sdndig (1987), Dauge (1988), Nazarov and Plamenevsky
(1994), or Kozlov, Maz’ya, and Roffmann (2001). For local and global interpolation error estimates
for functions of such spaces see, for example, Grisvard (1985), Apel, Sdindig, and Whiteman (1996),
Apel and Nicaise (1998), Apel, Nicaise, and Schéberl (2001), Bacutd, Nistor, and Zikatanov (2007) or
Apel, Lombardi, and Winkler (2014). The advantage is that this approach covers the three-dimensional
case, whereas Assumption 2.2/ is too simple to cover edge singularities. .

3. p-Version Approximation

In the h-version discussed so far, the underlying idea is to approximate (locally) by fixed degree
polynomials. In the p or hp-version, the polynomial degree is not fixed but allowed to tend to infinity.
Possibly the most striking feature of the p-version is the ability to achieve very rapid and even
exponential convergence for analytic and, on suitably selected meshes, piecewise analytic functions.
This setting is very often encountered in computational mechanics.

A hallmark of the h-version techniques is the Deny-Lions lemma discussed in Section 2.2. That is,
norm equivalences of finite-dimensional spaces on the reference element are exploited and powers of h
are obtained by scaling arguments. In the p-version, this is fundamentally different as the dimension
of the approximation spaces on the reference element is not fixed. Thus, different tools have to be
used.
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Good references concerning the approximation properties of p and hp-FEM are the book by Schwab
(1998) and the survey article by Babuska and Suri (1994). A wealth of techniques and results is
available in the very closely related spectral element method discussed in the chapter Spectral
Methods of ECM2 and in the survey by Bernardi and Maday (1997). Excellent expositions
emphasizing the approximation theoretic viewpoint and aspects are the books by DeVore and Lorentz
(1993) and Davis (1974). The highly recommendable book by Trefethen (2013) emphasizes the power
of Chebyshev polynomials and how to use them algorithmically.

In this chapter, we discuss mostly the single-element case, i.e., the polynomial approximation on the
reference element; only the final Section 3.4 touches on H'-conforming approximations on meshes
with several elements. We do not discuss the choice of the polynomial basis, for which we refer to
the chapter The p-Version of the Finite Element Method of ECM2 and the books by Schwab
(1998), Karniadakis and Sherwin (1999), and Demkowicz, Kurtz, Pardo, Paszyriski, Rachowicz, and
Zdunek (2008).

8.1. Approzimation in 1D

Approximation by high order polynomials has a long history. For example, Taylor expansions of a
function f converge rapidly if the domain of holomorphy of f is sufficiently large. But also functions
that not as “nice” can be approximated by polynomials. Indeed, Weierstrass proved in 1885 that the
space of polynomials is dense in C'(I) for I = [—1,1].

8.1.1. Stability of Lagrange Interpolation Processes. A natural idea to approximate a function u
is by polynomial interpolation. Care has to be taken regarding the interpolation points. The classical
Runge example shows that interpolation in equidistant nodes may diverge even for analytic functions
whose domain of analyticity is not sufficiently large (cf., e.g., (Trefethen, 2013), Sec. 13 for a detailed
discussion of this phenomenon). In order to ensure convergence of the interpolation process for a
large, practically relevant class of functions, the interpolation points need to cluster suitably near
the endpoints of the interval I = [—1,1] under consideration here. Classical examples include the
Chebyshev points (i.e., the zeros of the Chebyshev polynomials T},), the Gauss points (the zeros of the
Legendre polynomials L, ) and the Gauss-Lobatto points (the extrema of the Legendre polynomials
including the endpoints #1, i.e., the zeros of & — (1 — 2®)L,(x)). The quality of the interpolation
process is usually measured in terms of the L*-stability constant of the interpolation operator, the
L°°-Lebesgue constant A7°. That is, given k + 1 distinct nodes x;, i = 0,..., k, they determine the
interpolation operator Iy, : C'(I) — Pg, and the corresponding Lebesgue constant A° is

I oo
AR = sup Sl
ozrec)y Il

Since Ixv = v for all polynomials v € Py, it is an easy application of the triangle inequality to relate
the interpolation error to the best approximation error:

1F = Teflleoen < (L4 AT) if |If = vl (3.1)

Theorem 3.1 (L°°-stability of Lagrange interpolation) Let I = [—1,1]. There exists a constant
C > 0 independent of k > 1 such that the following holds:

(i) For any node set {xi}f—o C I one has A > 21In(k + 1). Furthermore, for any sequence

({25022, of interpolation points, there exists a function u such that the sequence (Inu)P,
of polynomial interpolants diverges almost everywhere.
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(ii) The uniform node distribution {x;}¥_o with z; = —1 +/(2k) satisfies AP ~ 2°/(ekInk) as
k — oo.

(iti) For the Chebyshev points {z{ }i_o, there holds AY> < 1+ ZIn(k + 1).
(iv) For the Gauss-Lobatto points {xF*}E_y, there holds A5° < C'ln(k + 1).

(v) For the Gauss points {x}F_q, there holds AP < Cvk + 1.

Proof. See (Trefethen, 2013), Thm. 15.2 for (i), (iii). The sharp asymptotics of (ii) are due to Turetskii
(1940). Item (iv) is shown in (Siindermann, 1980), and (v) is from (Szegd, 1975), p. 338. We finally
refer to reader to the survey by Brutman (1997) for an extensive discussion of Lebesgue constants.
0

Theorem 3.1, (i) shows that the logarithmic factor in the stability bound is unavoidable in an L°°-
setting. In practice, its presence is acceptable for interpolation in the Chebyshev or Gauss-Lobatto
points. Stability that is uniform in £ may be available in other norms:

Theorem 3.2 (L*- and H'-stability) Denote by I$Y and IS the interpolation in Gauss-Lobatto
and Gauss points, respectively. Then there exists a C > 0 independent of k such that

15 ull gy < Cllullgny  Yu € HY(I), (3.2)

G G - 1/2 1/2
[IT% LUHL2(1) + |ITx UHL2(1) <C [Hu||L2(I) +k 1/2||u||L/2(1)||uIHL/2(I>] Vu € Hl(I)v (3.3)
HIkGLuHL2(I) + ||IguHL2(I) < C(L+ K /E)||ullp2ry Vu € Py (3.4)

Proof. Estimate (3.2) is shown in (13.27) of (Bernardi and Maday, 1997). The estimate (3.3) follows
from an appropriate modification of the procedure in Thms. 13.1, 13.4 of (Bernardi and Maday, 1997),
the details of which are worked out below in Theorem A.2.2 (cf. eqn. (A.2.14)) and Lemma A.2.3
(cf. eqn. (A.2.25)). Finally, (3.4) is taken from Rems. 13.1, 13.5 of (Bernardi and Maday, 1997). O

Remark 3.3. The bound (3.3) implies the following estimate with the Besov space B;’/f(]) =
(L*(1), H (1) 12,1

1/2

HIkG||L2(I) + HIkGLUHL2(I) <C HUHLQ(I) +k- ||U‘|B§{12(1) 5 (3.5)
the details of the argument are worked out in Theorem A.2.2 (cf. (A.2.15)) and Lemma A.2.8
(cf. (A.2.26)).

While estimate (3.2) states H'-stability for 1$¥, it is shown in eqn. (18.14) of (Bernardi and Maday,
1997) that 1S is not H'-stable. .

8.1.2. Exponential Convergence. A key feature of polynomial approximation with k& — oo is the
possibility of exponential convergence. This is the case when real analytic functions are approximated.
A function f € C°(a,b) is said to be real analytic on an (open) interval (a,b) C R if for
each zo € (a,b), the Taylor series of f around zo converges to f in some neighborhood of zo.
Equivalently, f is real analytic if f = F|(4) for a function F' that is holomorphic in neighborhood
G C C of (a,b). Corresponding to these two characterizations are two types of techniques to show
exponential convergence in polynomial approximation, which we call complex variables and real
variables techniques.
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Complex Variables Techniques. We denote by £,, p > 1, the Bernstein ellipse

E={z€C: lz=1|+|z+1<p+p '} (3.6)

Theorem 3.4. Let p > 1 and let f be holomorphic on £,. Then for every 1 < p1 < p we have

. —k
vlélgk IIf —vllpee(=1,1) < p1 N fllLe=(e,,)-

pr—1
If additionally f|;—11) is real-valued, then the polynomials in the infimum may be assumed to be real-
valued on R. Furthermore, for every r € N and every 1 < p1 < p there exists C > 0 such that

] — r,00 < Tk oo .
Uglgk Ilf —vllwroey < Cpr Ifllzece,,)

Proof. Let (Tn)sZo be the Chebyshev polynomials. We approximate f by its truncated Chebyshev
expansion II$ f and therefore have to show for the coefficients (a, )3, of the Chebyshev expansion
(@) =327 anTn(x) an exponential decay; more precisely, we have to establish

lan| < pr"IIfllLe(e,,y Y1 <p1<p. (3.7)
Step 1: The map w +— Q(w) = 2(w + w™ ') maps the annulus 4, := {w € C: p~"' < |w| < p}
conformally onto &,. In fact, €2 is a bijection between C\ B1(0) and C\ [—1,1]. For p > 1, both circles
0B,(0) and 0By,,(0) are mapped to the ellipse OE, (see, e.g., (Davis, 1974), Sec. 1.13).

Step 2: We consider the Chebyshev-transformed function f (6) := f(cosh). It is continuously
differentiable, 27 periodic, and even. Hence, it can be represented as a Fourier series

- 1 i T
f(0) = 500 + Zlan cosnb, an = — B f(8) cosnb do. (3.8)

We check that the integral for a,, is the parametrization of the following complex integral:

P +w™™ 1

1 w+w

an = — (
1 Jw|=1 2

Step 3: From the first step, we have Q(A,,) = &,,. The function w — f(3(w +w™")) = f(Qw)) is
holomorphic on the annulus A,,, and we may use Cauchy’s integral theorem to write

1 w+w w1 1 w+w w1
n=— — ) ——=d — —)——=d 3.10
@ i |w|=p1 f( 2 ) 2 w Wt 1 |w|=1/p1 f( 2 ) 2 w v ( )

Hence, we can bound
lan| < pr"1fllLec(e,,) + o1 "1l e,y < 201 " flleece,,)-

Finally, using the fact that for the Chebyshev polynomials |T,(z)| < 1 for all z € [-1,1], we get for
z € [-1,1]

oo oo}

_ 2 k
< > anl <20 fllee,) pi" = [ fllzee e, )1 "

n=kt1 n—k+1 pr—1

k
’f(w) - Z anTn(@’)

The construction shows that if f is real valued on [—1,1], then the coefficients a, are real. Finally,

the estimate in the W™ *°-norm follows by approximating f () by a polynomial of degree k — r and
integrating r times. o



30 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

Remark 3.5. The polynomial approximation constructed in Theorem 3.4 is the truncated Chebyshev
expansion 11S. Indeed, when expressing the coefficients an in (3.8) in terms of f instead of the
transplanted function f, one has an = 7w ' fil f(@)Th(z)(1 — w2)71/2 dx. Ezxponential convergence
results similar to Theorem 3.4 can be obtained by truncating other expansions, e.g., the Legendre
expansion, see (Davis, 1974), Sec. 12.4. .

The approximation of Theorem 3.4 is the truncated Chebyshev expansion. Complex variables
techniques can also be used to estimate the error incurred by interpolating in the Chebyshev points:

Remark 3.6. (Hermite interpolation formula) For holomorphic functions the Hermite
interpolation formula (3.11) provides a very powerful tool to obtain error bounds when interpolating
holomorphic functions. We refer to Thm. 8.6.1 of (Davis, 1974) or to Chap. 11 of (Trefethen, 2013)
for details. For k + 1 distinct interpolation points x; € C, i =0,...,k, and any simple closed contour
C that encircles z and the interpolation points x;, the Hermite formula asserts the error representation

k
FG) -15@) = g § DL D g ) = [ — 20 (3.11)

" 2 Je (=2 wn(Q) =

As an application of (3.11) and an illustration of how knowledge of the asymptotic distribution of
the interpolation points can be used, we show the exponential convergence of the interpolation in the
Chebyshev points. We follow (Davis, 1974), Sec. 4.4. For the Chebyshev points z;, i = 0,...,k,
we have wi(z) = 28Thy1(2). Let Q : C\ B1(0) — C\ [=1,1] be the conformal map of step 1 of
the proof of Theorem 8.4. A calculation reveals Ty (Qw)) = 1/2(w* + w™*). For z € &, we have
w=Q"Y(2) € IB,(0) so that limy_,e |Tk(2)|** = p and that, in fact, this convergence is uniform on
0E,. Fiz 1 < p1 < p, take the contour C in (3.11) as 9E, and consider z € OE,, . The above observations
show 1imy_ o0 (|Jwk (2) /wr (ONY* = p1/p < 1 uniformly for ¢ € dE, and z € DE,,. Inserting this in
(8.11), one can infer an exponential convergence result for functions f that are holomorphic in G C C
with closure(€,) C G. .

The convergence rate in the exponential convergence result in Theorem 3.4 depends on the size of
the domain of holomorphy of the function f to be approximated. Geometric considerations show that
for every domain G C C with [—1,1] C G, one can find p > 1 such that [-1,1] C £, C G so that
exponential convergence in polynomial approximation is given if f is holomorphic on G.

It may be of interest to check whether a function f € C°°(—1, 1) has a holomorphic extension to some
domain G C C. The following lemma answers that question:

Lemma 3.7. Let f € C*°(—1,1). Then statements (i) and (ii) are equivalent:

(i) There exist Cy, v > 0 such that ||f<">\|L2(_1’1) < Cyvfn! vn € Np.

(ii) There exists p > 1 such that f has a holomorphic extension to £, with || f||Le(e,) < oo

Proof. (ii) = (i) follows from the Cauchy integral theorem for derivatives. To see the implication (i)
= (ii), we use the 1D Sobolev embedding theorem C([—1,1]) C H*(—1,1) to assert the existence of
C, 75 with ||f(")|\Loo(,1,1) < CCyyyn! for all n € No. Hence, the Taylor series of f about each point
x € [—1,1] converges on a ball of radius 1/4¢. An appeal to (Bérm, Lohndorf, and Melenk, 2005),
Lemma 3.14 concludes the proof. 0

As a corollary, we have from the combination of Lemma 3.7 and Theorem 3.4:
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Corollary 3.8. Let r, k' € Ng and let the function f € C(—1,1) satisfy for some Cy, vy > 0 the
bounds
||f(n>HL2(_1,1) < Cyvyn! VYn €Ny, n>k +1.

Then there exist C, b > 0 depending solely on v¢ such that for k > k' one has

inf ||f - U||WT,QO(_1,1) S Ccfeibk.
vEP)

Real Variables Techniques. The decay rate of the coefficients (a, )5 of the Chebyshev expansion
can also be estimated from (3.8) if f is not analytic. The basic mechanism to exploit the regularity

of f (which is related to that of f) is integrating by parts. One can then show for both the truncated
Chebyshev expansion and the Chebyshev interpolation error the following:

Theorem 3.9 ((Trefethen, 2013), Thm. 7.2) Let f € W"*°([—1,1]) for some r > 2. Denote by
IS f the truncated Chebyshev expansion of f and by IS f the Chebyshev interpolant. Then for every
k>r

2 )
71'7‘(]{? —r+ 1)7”71 ||f ||L°°(71,1)7

4
mr(k —r+ 1)1

c
Ilf =g flloeo(—1,1) <

If =15 fllpos (-1 < £ oo (= 1,1)-

An interesting corollary to Theorem 3.9 is obtained for f € C°°(—1,1) that are not analytic but
in Gevrey classes. Such functions can be approximated by polynomials at superalgebraic (“root
exponential”) rates:

Corollary 3.10 (approximation of functions of Gevrey classes) Let Cy, vy > 0, a > 1. Let
feC™=(=1,1) satisfy || f™ ||poc(—1,1) < Cyyn™® for all n € No. Then there are constants C, b > 0
depending only on vy and o such that

. pl/e
inf ||f — v||poe(-1,1) < CCpe F 7.
veP

Proof. Theorem 3.4 covers the case a = 1. Hence assume « > 1. Note that Theorem 3.9 is applicable
with any » € N. We fix 8 € (0,1) with vy8% < 1 and apply Theorem 3.9 with r = Lﬂkl/"‘J + 1. ]

8.1.3. The Geometric Mesh. In computational mechanics, the functions to be approximated (e.g.,
solutions of PDEs, geometries that need to be approximated as they cannot be realized exactly) are
often not analytic but piecewise analytic. The regularity of such functions can suitably be described in
terms of countably normed spaces, (Babuska and Guo, 1988); (Costabel, Dauge, and Nicaise, 2012). A
fairly general strategy to approximate such piecewise analytic functions by high order polynomials is
to employ a suitably graded mesh, namely, the geometric mesh, see Example 3.11. The key features can
already be seen in 1D for the approximation of the function u(z) = x® by piecewise polynomials in the
H'-norm say, which is worked out in detail by Babuska and Suri (1994). Here, we consider a slightly
more general case by studying for Q = (0,1) the approximation of a function u € C°°() N H'(Q)
that satisfies for some 8 € (0,1) and constants Cy, yu > 0

lullgro) € Cuy 270" L2q) < Cuvin! Vn € No. (3.12)
It can be checked that for a € (1/2,1) and 8 > 3/2 — « the function x — z® satisfies (3.12) for some
constants Cy, v,. We emphasize that the geometric mesh idea is successful for the approximation
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of elliptic boundary value problems in 2D polygonal domains, (Babuska and Guo, 1986), and in 3D
polyhedral domains, (Schotzau, Schwab, and Wihler, 2013), where, however, anisotropic refinement
is a key new ingredient over the 2D case. We refer to the chapter The p-Version of the Finite
Element Method of ECM2 and (Babuska and Suri, 1994) for examples illustrating the success of
the geometric mesh idea.

We use meshes T, = {K;};—; with n elements on the domain = (0,1). With each element K;, we
associate a polynomial degree k; € N. Since we consider below approximation in H'(Q), we define the
approximation space S**(7,,) := {u € H'(Q): u|x, € Py,, i = 1,...,n}. The characterizing features
of the geometric mesh that is refined towards a singularity, which we take to be at the origin, are:

e The element at the singularity is small, and this is exploited (“h-FEM”).
e All elements K € T, with 0 € K satisfy diam K ~ dist(X, 0).

The proof of Theorem 3.13 will clarify how these two ingredients are used. The archetypal geometric
mesh is given in the following example.

Example 3.11. For a parameter o € (0,1) let the grid points x; of the mesh T, be given by
20=0, zm=0c""" i=1,...,n; (3.13)

correspondingly, the elements are K; = (xi—1,2:), i = 1,...,n. The element diameters are h; :=
|K;| = x; — xi—1. The parameter o is called the grading factor, and the parameter n is referred to as
the number of layers of geometric refinement. We note that the condition diam K; ~ dist(K;,0) for
all elements K; with 0 & K; is satisfied. In fact

hi=c""'  h=0c""(1-0)=0""""Y1/oc—-1), (3.14)
diam K; .

1o — > 2. .

TR, 0) Jo—1, i>2 (3.15)

We will analyze below the linear degree distribution in conjunction with geometric meshes:

Example 3.12. Let T, be a the geometric mesh of Example 3.11. For a parameter s > 0, we set
ki:=1+ [s(z —1)], i=1,...,n.

The parameter s is called the slope of the linear degree distribution. .

Theorem 3.13. Let u € C*°(Q) N HY(Q) satisfy (3.12) for some B € [0,1). Consider the geometric
mesh of Example 3.11 with grading factor o € (0,1) and the linear degree vector of Example 3.12 with
slope s > 0. Then there exist constants C, b > 0 (depending only on ~vu, o, B, s) such that the space

Sk’l('ﬁ) has the following approxzimation properties: There exists v € Sk’l('ﬁb) such that

lu=vlfn@ < CCule" 40077, (3.16)
u(z;) = v(z;) i=0,...,n. (3.17)

IN

Furthermore, dim S*'(T,,) ~ n?.

Proof. The approximation v € Sk’l(Tn) is defined using the Gauss-Lobatto interpolation operator
IGL (Operators other than IST could equally well be used, e.g., the operator IIZ® from (3.25)). Denote
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by I = [—1, 1] the reference element and by Fk, : I — K; an affine bijection between I and K. Define
v e S®(T,.) elementwise by
vk, = (IkGiL(u oFg,))o FIQ}

Note in particular that v(z;) = u(z;) for ¢ = 0,...,n since the endpoints +1 of I are interpolation
nodes in the Gauss-Lobatto interpolation scheme. Also note that v coincides with the linear interpolant
of w in the element K; since k1 = 1. The analysis distinguishes between the element K; and the
remaining elements K;, ¢ > 2.

Step 1: We claim that on the first element K7, the linear interpolant IF v satisfies
GL - ar -
lu =15 ul| g2 eyy < CBT7, ll(w = T8 u) [ L2 (xey) < Chy 7.
Such an estimate is obtained in the standard h-FEM fashion by a scaling argument, if the estimate
~ GL ~ A~
u—1i LuHHl(I) < C||(1+$)Bu”||L2(I) (3.18)

is proved. Estimate (3.18) is a consequence of a variant of the Deny-Lions lemma as in (2.24), (2.25).
Alternatively, a direct proof starts from the observation that Rolle’s theorem gives the existence of
¢ € I with (7 — If*%)’(¢) = 0. Hence, for z € I we get

@170 @ = |

3

T

() dt = /:(1 0P (L4 073" (1) dt.

1)) and then integrating in

Applying the Cauchy-Schwarz inequality to the integral (note that 8 € (0,
}(I), the Poincaré inequality

x gives ||(@ — I770) || 21y < C|l(1 + 2)°T"|| L2(r). Since (@ — IFFa) € HY
in fact gives (3.18).

Step 2: Consider an element Kj, i = 2,...,n. We define the pull-back @ := u|k, o Fk, and observe,
since I,?f is an H'-stable projector (Theorem 3.2),

1@ = 1558l gy < Cvie%i @ — vl g (r)- (3.19)

In order to estimate this infimum, we calculate ™ for n > 2, bearing in mind that the element map
Fk, is affine with Fl'(l = % and K; = [zi—1, 7]

~(n n—1/2 n n—1/2 —B—(n—2 n—2 n—2)+4+2
1™ N L2y = (ha/2)" 2w L2 reyy < (ha/2)" 22, 57 72 2 =2y (7282 g

. n—1/2

diam K; (dist(K; 0))*5+3/2||xﬁ+(n*2)u((n*2)+2)H R

= \ 2dist(K;, 0) v LE(K:)
< CCORPP (vu(1)o —1)/2)" "% (n —2)!,

where C' > 0 depends only on o, 7., and 3; here, we employed that (3.12). By Corollary 3.8, we can
therefore conclude together with (3.19)

-1 ) gy < CCLRY PP,
where the constants C, b > 0 are independent of the element K; (they depend only on 7., o, §).
Pushing forward to the element K;, we get that the polynomial vg, = (Iffﬂ) o F};il € Py, satisfies
u(zi—1) = v(wi—1) and u(z;) = v(x;) together with

h\'? ~
= lzzay = () 8= 184,

/ hKi e ~ GL~\/
(v —vi,) Nl L2(k,) = ) (@ — T @) | L2y -
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We arrive at

lu—=vllz2g,y < CRE P l(w =) 2k, < Chi e
The error u — v is assessed by summing over all elements K;, t =1,...,n:
lu—vllfe < CRIP 40> hIe (3.20)
i=2

We recall that 1 — 8 > 0. Using h; < 0™ % and k; = |1+ s(i — 1)] > s(i — 1) one can check by

2(17,8)672%

elementary techniques that i — h; * is convex so that

‘max h2 ek < Ce™™ X:i=min{—2(1 - B)Ino,2bs} > 0. (3.21)

i=1,...,n

Inserting (3.21) into (3.20) gives Hu—vﬂﬁ{lm) < Co?1=Am 4 Cne=*". Selecting b € (0, \) and observing

Sup,,<g ne "= < oo allows us to conclude the proof. a

Remark 3.14. Theorem 3.13 asserts exponential convergence for all grading factors o € (0,1) and
all slopes s > 0, but the constant b > 0 depends on o and s. The optimal choice of the grading factor
o for the approzimation of singularity functions of the form x — x® is 0 = (v/2 — 1)® ~ 0.17; see
(Babuska and Suri, 1994), Thm. 2.6 and (Scherer, 1981) for details. .

8.1.4. Approximation by Truncated Series. Polynomial approximations are often generated from
truncated series expansions or, more generally, quasi-interpolation operators. The reasons not to
interpolate are manifold: the function may not be continuous (so that interpolation is not possible),
interpolation operators may not have good simultaneous approximation or stability properties in scales
of Sobolev norms, or the selection of the interpolation points may not be clear (while good choices
in 1D and thus also for tensor product elements such as squares and hexahedra are available, their
choice for triangles and tetrahedra is less clear).

Consider the L2-projection Hﬁz : L*(I) — P%. Since the Legendre polynomials (L, )52, are orthogonal

polynomials with respect to the L?(I)-inner product, Hﬁz is given explicitly as a truncated Legendre
expansion, i.e.,

k
L2
Hk u = E unLn,
n=0

where u € L*(I) is written as

u(x) = Z Un L (), Uy = 2n2+ ! /Ln(ac)u(a:) dx; (3.22)

I

here, the Legendre polynomials are normalized by the condition L, (1) = 1. The error is

2 > 2
inf o2 — = TIX w2 _ Z 2
Ulenpk flu ’U”Lz(fl,l) flu K ’U‘HLQ(fl,l) o~ m+1 |tn |

Approximation properties of Hﬁz can thus be inferred from decay properties of the expansion
coefficients (un)n=g. The decay of the coefficients is closely related to regularity properties of the
function u. In fact, weighted Sobolev spaces appear naturally through properties of orthogonal
polynomials as we now show. We start by noting that the derivatives of orthogonal polynomials
are again orthogonal polynomials, but with respect to a different weight: As shown in eqn. (4.21.7) of

(Szegd, 1975) we have for the Jacobi polynomials P{*? the relationship

d _(a 1 a+l,
TP = sntat B 1) Pt At,
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This can be used to show (recall that P = L, and see, e.g., (Schwab, 1998), Lemma 3.10 for
details) that for the Legendre expansion u = Y7  tunLy one has

1 [ee)
2 . 2N ()12 g 2 (n+n) 2
= [ G PO e = 3 R (3.23)

Hence, the error incurred by truncating the Legendre series is for k+1 > r

2 = 2 2 - (n—r)! 2 (’I’L—F’I’)' 5
HU_H£ ’LLH22 — = 7‘11 ‘ = ‘u ‘
L2(-1,1) n;ﬂ on+1"" n;ﬂ (m+r)2n+1(n—r) n
k4+1—1)! e o
= m”(l —2”)" 2 )||i2(,1,1> <Ck? |u|%,:(71Y1)7 (3.24)

where we exploited asymptotic properties of the I'-function (Stirling’s formula) in the last step. We
flag at this point already that the weight in the definition of |- |v is precisely the weight that appears
in the more general approximation result (3.35). Since obviously |u|vr(—11) < |u|gr(-1,1), We see that
Sobolev regularity of u implies convergence rates for the L?-projection. The presence of the weight
(1 —x2)’"/2 in |- |V:(_1,1), however, leads to even better convergence rates for certain types of functions,
namely, those with singularities at the endpoints 41 of the interval I, as the following example shows:

Example 3.15. Let u(z) = (14 2)* for a € (0,1). Then u € H*TY/275(=1,1) for every e > 0. It
can be checked by direct calculations that the L*-approzimation error by piecewise constant functions
on a quasi-uniform mesh with mesh size h is O(h"‘+l/2) and not better. We next claim that
infyep,, lu—v|lp2—11) < Ck=2+1/2) “which is twice the rate of convergence (error versus dimension
of the approzimation space) compared to the h-version case of piecewise constant approximation on
quasi-uniform meshes. To see this, let r := |1 + 2a] € N be the integer with 2o < v < 2a + 1. Let
(xs)s>0 C C*(R) be a family of functions with a) supp xs C [—1 — 26,—1 4 28] and b) x5 = 1 on
[-1—46,—1+94], and ¢) ngj)||Loo(1R) <C8 forj=0,...,r. We write u = xsu+ (1 — xs)u and note
that by the support properties of xs we have (1 — xs)u € VTT// for any v'. We estimate with (8.24)

uien[Pfk luw—=vll2-1,1) = ul,iggﬂl’k lw = (v1 +v2)llp2(-1,1)

< vienmfk [xsw = vllL2(—11) + Uiélﬂ,,fk (1= xs)u—vllL21,1)

< Ok xsulvy + Ok~ = xo)ulyra

<C [kfré(afr/2)+l/2 + kf(r+l)6a7'r/21| ’

where the last estimate exploited the properties of x5 as well as 2a < 7 < 2o+ 1. Selecting § = k™2
gives the result. For similar approzimation results in H' instead of L* and singular function of the
form z — (14 z)*(log(1 + z))?, see (Schwab, 1998), Thm. 3.26. For the analog in 2D, see (Babuska
and Suri, 1987). .

Remark 3.16. Polynomial approximations can also be constructed from truncating erpansions in

other systems of polynomials. Often, expansions in Jacobi polynomials (P}f“’ﬁ));';o are employed. The
choice « = 3 = 0 corresponds to the expansion in Legendre polynomials, the choice oo = 8 = 1/2 to

the Chebyshev expansion, which we encountered already in Section 3.1.2. .

Example 3.17. The operator H£2 can be used to design operators for the approximation in other
norms, e.g., in H'. The operator

I25u(z) := u(—1) + /I (ITF ') (¢) dt, (3.25)

—1



36 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

which is often associated with the names of Babuska and Szabd, has optimal approrimation properties in
the H-seminorm. We note that by construction IIZ° has a commuting diagram property : (HkBSu)/ =
Héilu'. Obviously, u(—1) = (IIRu)(—1); furthermore, orthogonality properties of the Legendre
polynomials give u(1) = (TIE%u)(1). We remark that both Hﬁz s LA(I) = Py, and TIPS : HY(I) — Py
are projections. Since (u — HkBSu)(:I:I) =0, the Poincaré inequality gives the stability estimate

BS
T~ ull g 1,1y < Cllullgaay-
In fact, a sharper stability estimate is available:

1= &) 72 = TS a1y + = TS ullr oy < CF " fullve, k27 (3.26)
HHESUHL%—LU <C [HUHLQ(—l,l) + k71‘|ul|‘L2(—1,1)] . (3.27)

The starting point for the proof of (3.26) is that by the above developments we have the bound
[(u — HkBSu)'HLz(,Ll) < Ck™"l'|vy. For the L*-part of |lu — HﬁSuHHu,M), properties of the
Legendre polynomials (see the proof of (Schwab, 1998), Thm. 3.14 for details) yield the estimate
II(1 —x2)_1/2(u—HkBSu)HLz(,M) < CE™(u— HkBSu)/HLz(,Ll), which concludes the proof of (5.26).
The stability estimate (3.27) follows from (8.26) with r = 0. .

8.1.5. Quasi-Interpolation. A caveat about the L2-projection Hﬁz or, more generally, best
approximation operator is that these operators may not be stable in other norms and thus do not
produce the optimal rate in these norms (see, e.g., the discussion in Sec. 2.6 of (Babuska and Suri,
1994)). Then, they are not well-suited for the problem of simultaneous approximation. If approximation
operators are constructed based on truncating polynomial expansions, a common device (which can
be traced back at least to work by de la Vallée-Poussin) is not to truncate but to smoothly attenuate
the coefficients. The following two examples present such operators:

Example 3.18. (cf.,, e.g., (Bernardi and Maday, 1999)) Let x € W *°(R) with suppx C [-2,2],
0<x<1,and x =1 on [0,1]. Define the attenuated truncated L*-projection by

Qru = Z x(n/k)un Ly, (3.28)
n=0
wﬁere u s writlten as u = ZZO:(LunLn. The properties of x readily imply Qk : LQ(I) — Par with
1QkullL2(ry < llullp2(ry as well as Qru = u for all u € Px. A non-trivial calculation (cf. Theorem A.8.1

for details) shows H@ku||H1(1) < Cllull gy for a constant C' > 0 depending solely on x. .

The previous example produces an operator that maps into Po;. A modification from (Braess, Pillwein,
and Schoberl, 2009) improves this in that the operators Qi maps into Py instead of Pag:

Example 3.19. (c¢f. (Braess, Pillwein, and Schéberl, 2009)) Let x be as in Example 3.18. Define the
operator

k 2k
Qru = Z x(n/k)unL, + Z xX(n/k)unLog—n. (3.29)
n=0 n=k+1

This operator satisfies Qx : L*(I) — Pi, Qru = u for all u € Py and the stability bounds
||QkUHL2(1) < CHUHL2(I), ||Qku||H1(I) < CHU”HI(I)

for a C > 0 independent of k (cf. Theorem A.3.2 for details). .
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We observe that the operators Qk and Qpg, being stable (both in L? and Hl) projections have
simultaneous approximation properties in the norms L? and H'. Such results are not restricted to
L?-based Sobolev spaces. The following variant of simultaneous approximation operators gives a flavor
of what may be expected; it is formulated with seminorms on the right-hand side to emphasize that
scaling arguments (which lead to powers of the local mesh size) are possible:

Lemma 3.20. Let R € N and q € [1,00]. For every k € Ny there exists a bounded linear operator
Jrk ¢ Ll(]) — P and a constant C' > 0, which depends only on R and q, such that for each r with
0<r<R

HU — JRJC’U/HWJ',Q(I) S C(k’ + 1)_(r_j)HU,Hth(]), ] = 07 Ty
Furthermore, Jr, can be constructed such that for 0 <r < R andk >R —1

Jrru=1u Yu € Pr_1,

lu = Irsullwsaqy < Clk+ 1)~ Nulwray, — §=0,...,m

Proof. Such results can be found in (DeVore and Lorentz, 1993). The particular form is taken from
(Melenk, 2005a), Prop. A.2. For a slightly different approach, see also (Karkulik and Melenk, 2015),
Thm. 3.3. O

The simultaneous approximation result of Lemma 3.20 can be combined with the stability properties
of various polynomial approximation operators:

Corollary 3.21. Let Qk, Qr be the operators of Examples 3.18, 3.19, and let 1S, I¢Y be the Gauss
and Gauss-Lobatto interpolation operators, respectively. Then:

lu = Queell ey + llu = Quull ey < Crok™ ™ lullgay, 0<r<1, 0<r<s, (3.30)
u =15l ey < Crsk™ " ullgery, 0<r<1, s>(1+7r)/2, (3.31)
lu =T ull p2(ry < Csk™* [lullms (1) 1/2 < s. (3.32)

The constants Cs, C'. s are independent of k.

Proof. To show (3.30), one notes that the projection and stability properties of Qi and Qk give
approximation properties with optimal rates in L?(I) and H'(I) for integer s. The extension to non-
integer r and s follows from interpolation arguments.

We show (3.31) in the restricted setting 0 < r < 1 and s > 1; see (Bernardi and Maday, 1997),
Thm. 13.4 for the full proof. For arbitrary v € P one has I$¥v = v. Hence,

— 175 (u —v).

uw—15"u = (u—v)
For the cases r = 0 and r = 1 as well as integer s > 1, it is then easy to combine the stability
assertions of Theorem 3.2 with Lemma 3.20 to get (3.31). The extension to non-integer r and s follows
by interpolation arguments, which are worked out in Lemma A.2.4. The estimate (3.32) follows by
similar arguments (again, details can be found in Lemma A.2.4). We refer the reader to (Bernardi and
Maday, 1997), p. 299 for a discussion of bounds for ||u — IkGuHHr(I), r > 0. 0

3.1.6. Inverse Estimates in 1D and Multi-d. A fundamental difference between the h-version and
the p-version is the mismatch between approximation results (“direct estimates”,“Jackson estimates”)
and inverse estimates (“Bernstein estimates”) in scales of standard (unweighted) Sobolev spaces. The
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classical Markov type inverse estimates for ¢ € [1,00] are (see, e.g., (Bernardi, Dauge, and Maday,
2007), Chap. III, Props. 3.2, 3.3)

[0 lLary < CR?||vllLacry Vv € Pi, (3.33)
which do not match the approximation property

inf [Ju—vlpa < Ck Ml pacry  Yu € WHII). (3.34)
vely

The general situation of matching direct and inverse estimates in 1D is as follows: With the weight
function ¢(z) := v/1 — 22 we have for ¢ € [1,00) and fixed r € N (cf. (DeVore and Lorentz, 1993),
Chap. 8, eqns. (7.1), (7.2))

nf 1 = vllzaiy < Coak™ 10" F o, k>, (3.35)

6" Lary < Cork” 0llLay Yo € Py (3.36)

We note that, due to the presence of the weight ¢, the function f needs less regularity than f € H"(I)
to yield approximation order r. We observed this phenomenon in Subsection 3.1.4 already for the
special case of L?(I) and illustrated in Example 3.15 how this is responsible for the doubling of the
convergence rate when approximating certain singular functions. The presence of the weight ¢ is closely
related to delicate endpoint behavior of polynomial approximation, for which we refer the reader to
(DeVore and Lorentz, 1993), Chap. 8.

Remark 3.22. The combination of the direct estimate (3.35) and the inverse estimate (3.36) is at the
root of characterizing reqularity in terms of approximability by polynomials. Essentially, if a function u
can be approzimated at a certain (algebraic) rate by polynomials, then it is in a certain weighted Sobolev
or Besov space; see (DeVore and Lorentz, 1993), Chap. 8, Thm. 7.7 for the precise statement. "

Remark 3.23. (inverse estimates in multi-d) Inverse estimates in unweighted Sobolev spaces take
a form similar to (3.33), e.g., for q € [1, 0]
Vokl|pacx) < CK okl Lax) Yo € Py,

where K C R? is simplex or a hypercube. This and further estimates can be found in (Schwab, 1998)
and (Bernardi, Dauge, and Maday, 2007). The 1D weighted inverse estimate (3.36) can be generalized
to hypercubes, e.g., for the square S = [—1,1], one can derive from the 1D estimate the bound

Ja=aDonf + (- gDl dedy < CRluclias) Vo € Q.
S

For the case of triangles, see (Braess and Schwab, 2000). "

8.2. Tensor Product Approrimation

The simplest way to extend 1D approximation results to higher dimensions is by tensor product
constructions. The approximation properties of the tensor product operator are then controlled in
terms of both the univariate approximation properties and certain stability properties. We first
illustrate the basic structure in an L°°-setting in 2D:

Theorem 3.24. Let S = I x I = [~1,1]?. Let Iy : C(I) — Py be a (univariate) interpolation operator
with L°°-Lebesque constant AS°. Then the bivariate interpolation operator I3P :=1% o I :C(S) = Qx
satisfies

I =B Fllas) < sup 1£(2) = WA Gl + AF sup 1@ ) =TS e Moo (337
Yy T
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In view of 3P = 1¢ o I} = I} o If, the same estimate holds with the roles of  and y interchanged.
Here, the superscripts © and y in 1§ and I} indicate the variable with respect to which the univariate
interpolation operator i acts.

Proof. We start by showing that If o I} = I¥ o If indeed maps into Qx. To see this, we write the

univariate operator I as (Ipf)(z) = Zf:o f(z:)e:(x), where {x;}%_, are the interpolation nodes
and the polynomials ¢; € P are the Lagrange interpolation polynomials for these points. Then

(I o )@, y) = (T f (@) li(W))) (@) = 5o (i f (w5, i) li(y)) s ().
For the error estimate, we compute

lu— Pl oo ) < lu — Tl oo sy + 115 (= T e s)
< sup [fu(, y) — Teu( y)lleoe + [Tkl sup fuz, ) = Tuz, Yz -
ye x€

Noting that ||I|| = A7 concludes the proof. 0

The roles of (simultaneous) approximation and stability properties of the univariate operator Ij are
even more clearly seen in an L?- and an H!-setting. The Gauss and Gauss-Lobatto interpolation
operators IY and IgT satisfy the condition (3.38) of the following theorem by Theorem 3.2. The
H'-stability of the univariate operator required in the second part of Theorem 3.25 is true for the
Gauss-Lobatto interpolation operator.

Theorem 3.25. Let u € H*(S) with s > 1. Assume that the projector Ty : H'(I) — Py has the
following stability property:

— 1/2 1/2
Ievllzzy < C [Iolliaa + k2l 10132, Yo e HYQD). (3.38)

Then, the tensor product approzimation I3P :=1% o I} satisfies
lu — TP ull 25y < Ck™°||ul| s (s)- (3.39)
If 1y, is (uniformly in k) H'-stable, i.e., |Lxull g1y < Cllullgi(ry for allu € H'(I), then
llw — TPl g1 sy < CE™C 7V |ull s s).- (3.40)
Proof. 'We restrict our presentation to the case of integer s € N with s > 2 and refer for the general
case to the interpolation arguments worked out for the case of Gauss- and Gauss-Lobatto interpolation
in (Bernardi and Maday, 1997), Thm. 14.1. Inspection of the proof of Corollary 3.21 shows that it is
the stability property (3.38) that implies the approximation property ||v — Ixv| p2(5) < Ctk7t||’UHHt(I)
for t > 1. We estimate
lu =Tk o ullL2(sy < llu — Txul L2 sy + 1Tk (u — Tu) || 2 sy
x —1/2 1/2 1/2
<C [||u — Tiullp2(s) + lu — Tl pogs) + &% [lu — IZUHLQ(S)H@E(u - I%u)IILé(S)]
- 1/2 1/2
<C [Hu — Tiullp2s) + lu — Bl gogs) + k% [lu - IZUHL/z(S)Hawu - IiawuHLé(S)]
<cle

S CkiSHu”Hs(‘g)

N L R S [ R e

For the H'-estimate, we merely consider dy(u — Iyu). The key step is that the assumed H'-
stability of the projection Iy brings about the additional approximation property ||v — Irv|| g1y <
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Ctki(til)”’U”Ht(I) for t > 1. Reasoning similarly as in the L2-case, we get
10y (u — T o Tju)ll L2 sy < 10yu — I5dyullp2(sy + [[Te0y (u — Tju)ll L2 (s)

< C (190 — dyul2qs) + 110, (u — ) l2qs) + /210, (0 — L)1) 10, (0o — D)2, |

< C [k 0 Dyulluas) + kN0 ullas)

—1/2;.—(s=1)/219s. 11/2 1.—(s—2)/2 s—1 11/2
+k /2= (s=1)/ Ha;uHL/Q(S)k (s—2)/ H(%@S UHL/Q(S)]

< Ck™ Y | g ),
which completes the proof. 0

Remark 3.26. The proof shows that not all partial derivatives are required for the tensor product
argument but only certain combinations of mized derivatives.

Theorem 3.25 is formulated for the 2D case and requires s > 1. For d-dimensional hypercubes, s > d/2
is the necessary regularity requirement to ensure that the interpolation operator is meaningful, and then
the same approximation results hold (this is worked out for the Gauss and Gauss-Lobatto interpolants
in (Bernardi and Maday, 1997), Thms. 14.1, 14.2).

Ikwll 2y < C[llullpzcry + kW [I2(n] - Such a stability result also holds for the operator 2% by

(3.27). The same error estimates as in (3.89), (3.40) hold then on hypercubes for IIZS, albeit under
the more restrictive reqularity assumption s > d (instead of s > d/2 as for Gauss- and Gauss-Lobatto
interpolation). .

We presented the proof for s > 2 and could have then worked with the weaker stability estimate

The operators Q;m Qk, and Jg  of Examples 3.18, 3.19 and Lemma 3.20 have both simultaneous
approximation properties and stability properties. A tensor product argument therefore leads to the
following result:

Lemma 3.27. Let S* = [~1,1]% and s > 0. There are linear operators I, : L*(S%) — Qi such that
= Teull gesay < Ck™C 7 ull gogay,  0<t<s.

The constant C' > 0 depends solely on s, t, and d.

Proof. The operator I, can be taken to be any of the tensor products of the operators Qk, Qr,or Jr k.
The convergence result for integers s, t follows by arguments similar to the tensor product arguments
above for d = 2. The extension to fractional Sobolev spaces follows by interpolation arguments. 0

The following example illustrates how simultaneous stability properties can be useful to construct
approximation operators that have the commuting diagram property; we refer to the chapter Finite
Element Methods for Maxwell Equations of ECM2 and (Demkowicz and Buffa, 2005);
(Demkowicz, 2008) for more details.

Example 3.28. (c¢f. (Braess, Pillwein, and Schéberl, 2009)) Let Qi1 : L*(I) — Piry1 be the
operator of Example 3.19. Define the anti-derivative operator A : v — le v(t) dt. Define the operator

Qk s LA(I) = Py by v — (Qry1Av)’. One has
(Qui1w) = Quad/,

and the H'-stability properties of Qui1 mply that Qk is stable in L*(I). Set S = I x I. Define on
the space (L*(S))? the operator Qju := (Qk+1 © Qhua, Qx 0 Q) 1uy), where the superscripts indicate
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again the variable the operator acts on and u = (uz,uy) ' . Then, for u € H(div,S) we have
divQiu = (QF 0 QY) divu,
and the operator Q3 is stable in L*(S) as well as H(div, S). =

3.8. Triangles and Tetrahedra

Interpolation operators on triangles with good stability properties are rather hard to construct,
although some have been proposed in the literature (see (Rapetti, Sommariva, and Vianello, 2012)
for a recent review). We restrict our attention to approximation operators. Two approaches to the
construction of polynomial approximants are frequently encountered:

1. The function u defined on the reference triangle (or, more generally, the reference simplex) T
is extended to the reference square (or hypercube) S. The Stein extension operator, (Stein,
1970), Chap.VI1.3 for example, has the mapping property E : W™P(T) — W"P(S) (with norm
depending only on r, p, and the precise choice of T' and S). The extended function Fu can be
approximated from Q) using, for example, tensor product operators. Note that Qi C Pgx so
that by ultimately restricting to 7', one obtains an approximation operator defined on 7' that
maps into Pgx. This process is particularly suited to construct operators for the approximation
of functions with finite Sobolev regularity, leading to algebraic convergence rates in k.

2. Certain polynomial bases on the triangle are available, in particular an L2-orthogonal basis
associated with the names of Koornwinder (1975) or Dubiner (1991). For functions that are
real analytic in a neighborhood of T, truncating the expansion in this orthogonal basis leads to
exponential convergence results, see (Melenk, 2002), Sec. 3.2.3 and (Eibner and Melenk, 2007).
A noteworthy feature of this basis and related ones such as those proposed by Karniadakis
and Sherwin (1999) is the product structure of the basis after transformation to the reference
square via the Duffy transformation; this can be exploited algorithmically (see, e.g., the chapter
Spectral Methods of ECM2 and Karniadakis and Sherwin (1999)).

3.4. The Multi-Element Approzimation and the Extension/Lifting Problem

So far, we have studied the approximation on a single reference element, e.g., the triangle or the
square. Quite often, e.g., in H'-conforming FEMs, piecewise polynomial approximations have to be
constructed on a mesh consisting of several/many elements, and the approximation is required to be
continuous across element interfaces. A key ingredient for the construction of suitable approximation
operators is a discrete lifting. We mention that the existence of such discrete liftings is of interest
outside the realm of approximation theory, e.g., in the analysis of iterative solvers such as iterative
substructuring discussed, for example, in the chapter Domain Decomposition Methods and
Preconditioning of ECM2 and in (Toselli and Widlund, 2005).

One basic building of the lifting operators is described in the following example, which goes back at
least to Gagliardo (1957):

Example 3.29. Let e = (—1,1), which we identify with (—1,1)x {0} C R%. Let pe be any (symmetric)
mollifier with supp p. C [—¢,¢€| and choose a parameter o € (0,1). Define for (x,y) € To := {(z,y) €
R?: |z| < 1,0 < y < a(l — |z|)} the lifting operator

(Bu)ay) = [

) Pay (T — t)u(t) dt.
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Thus, E maps a function defined on (—1,1) to a function defined on the triangle To,. We have:

1. It is a lifting, i.e., limy—o(Eu)(z,y) = u(x) if u is sufficiently smooth.
2. It is polynomial preserving: If u € Py (in the variable x), then Eu € Py (in the variable (z,y)).

3. It is linear and continuous in suitable norms. For example, E : H'?(e) — H(Ty) (see, e.g.,
(Babuska, Craig, Mandel, and Pitkdranta, 1991)).

The first two properties follow by inspection, the stability bound is non-trivial. .

The operator of Example 3.29 is suitable for lifting from a single edge of the reference triangle. For
the full strength of the following Theorem 3.30, one has to construct liftings for two and three edges
simultaneously, for which we refer to (Babuska, Craig, Mandel, and Pitkdranta, 1991).

Theorem 3.30 (Babuska, Craig, Mandel, and Pitkdranta (1991)) Let T C R? be the
reference triangle. Then there exists a bounded linear operator E : HY*(dT) — H(T) that is a
lifting, i.e., (Eu)|lor = u for all u € H1/2(8T). Additionally, E is polynomial preserving: for any
u € C(IT) that is edgewise a polynomial of degree k, one has Eu € Py.

Remark 3.31. A corresponding result also holds for the reference square. Extensions to 3D are
available in (Munoz-Sola, 1997) and (Ben Belgacem, 1994). Key observations in this directions have
been made earlier by Maday (1989). .

We next illustrate one way to construct polynomial approximations for the case d = 2 and triangular
elements that naturally lead to H'-conforming approximations in a multi-element setting. In fact, the
construction is such that, for each vertex and edge of the triangulation, the polynomial approximation
is completely determined by the restriction of u to that vertex or edge, respectively. In other words,
the approximation is defined element by element.

Theorem 3.32. Let T C R? be the reference triangle, s > 1. Then there is a linear operator
Iy : H°(T) — Py such that

1. ||u — Hku||H1(T) S Ck7(371)|\u||Hs(T).
2. For each vertex V' of T there holds w(V') = (xu) (V).

3. For each edge e of T there holds: (Ilxu)|e depends only on ule.

Proof. In order to simplify some notation, we assume 1 < s < 3/2. For edges e and ¢ € (0,1), the

fractional Sobolev spaces H'(e), H(e), and Hé({ 2(e) and some of their properties have to be employed.
We refer to (Grisvard, 1985) for their definition.

Step 1: We fix (IIyu)|spr by prescribing (IIyu)|e for each edge e of T. Additionally, we will ensure
that [|u—ITeul| g1/2 97y < Ck™ ™Y ||u|| g+ (1. We present the arguments merely for one edge e, which
we assume to be (—1,1) x {0} and which we identify with (—1,1) when convenient. Let IIf, be a 1D
approximation operator of the form given in Lemma 3.20. It satisfies

lu =Tl e ey < CR™C Y2l ez < Ok~ 2 lul|geery,  0<t<s—1/2, (3.41)
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where the last estimate follows from the trace inequality. We want to modify IIfu in such a way
that the modified function coincides with » in the two endpoints of e. To that end, we note
H*"'/%(e) C C(€) by the Sobolev embedding theorem; in fact the sharper multiplicative interpolation

inequality ||v]|zee(e) < C||v|\1L;(1!)(2S_1) H””Zg:?l()e) is valid (see (Canuto and Quarteroni, 1982), p. 85)

so that we obtain additionally
lluw = ]| oo (o) < CE™C D |lull s (.- (3.42)

Recalling that we identify e with (—1,1), we introduce the functions ¢_;(z) := 27%(1 — z)* and
01(z) :== 27%(1 4 )*. These functions satisfy

esallmece) < Cok™2 t > 0; (3.43)

for integer t, this follows by a direct calculation and for fractional ¢ by an interpolation argument. We
fix (IIxu)|e by setting

(Mew)le () := M (ule) (@) = (Mrule)(=1) — w(=1,0))f-1(z) = (Tule)(1) — u(1,0))0i(2).
Combining (3.41), (3.42), (3.43) produces

lu = w2y < Ck™ Y2 ul| o1y, (3.44)
llw— Hku”Hs—l/?(e) < Cllullgs (1), (3.45)
(u — Ixu)(£1,0) = 0. (3.46)

The combination of (3.45) and (3.46) implies in view of our assumption 1 < s < 3/2 the
stronger estimate |u — Hk’U/HHsfl/Q() < Cllullms(r)- The interpolation inequality |||, /2, <
0 € 00

(e) —
1-1/(2s—1) ||U||1/(25—1)

L2(e) s—1/2

v
ol e

gives

e = T a2, < k™D | s o1y (3.47)

In this way, we define (ITxu)|e for each edge e. That is, we have fixed the function uy := (ILyu)|ar.
The bound (3.47) implies the key estimate

lw = Tkl 12 omy = 1= Teull a2 omy < Ck™ 7D Jull s . (3.48)
Step 2: The previous step fixed ur = (IIyu)|sr. For the final approximation ITxu on T, let
Iy : HY(T) — Py be an approximation operator with the property
v = T| g1y < Ck™ S 0]l s (.- (3.49)
For the present case of a triangle, such an operator can, for example, be constructed as described at
the beginning of Section 3.3. We finally set Ixu := IIyu— E (Il u — ux ), where E : H1/2(6T) — HY(T)
is the lifting of Theorem 3.30. We note that (IIxu)|or = ur and
lw — Hpull g1 ry < llu—Teul gy oy + [EIew — @) || g1 o7y
<C [HU — Hyull g1 ory + [1Tew — ullg1/2 oy + lJu — ﬂk||H1/2(6T):|
< C [Tt — ull s oy + 1w = el 1720 -

With (3.48) and (3.49) we obtain the desired error estimate. 0
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Remark 3.33. Several variants of the above procedure, including extensions to 3D, can be found in
the literature, e.g., (Babuska and Suri, 1987), (Mutioz-Sola, 1997), the projection-based interpolation,
(Demkowicz, 2008); (Demkowicz, Kurtz, Pardo, Paszyriski, Rachowicz, and Zdunek, 2008) and
(Melenk and Sauter, 2010), Appendiz B and (Melenk, Parsania, and Sauter, 2013), Appendiz B.
It is worth stressing that the condition s > 1 is specific to the case d = 2. In general, the above
arguments extend to d > 2 under the constraint that the underlying reqularity is w € H®, s > d/2
(so that point evaluations in the vertices are admissible). The restriction s > d/2 can be removed by
the following two-step procedure: First, the function u is suitably reqularized on a length scale that
is determined by the local mesh size and the local approximation order. The thus obtained smooth
function can be approximated by the above schemes. This procedure is worked out in (Karkulik and
Melenk, 2015), Thm. 8.3 and may be understood as one extension of the classical Clément interpolant
to the hp-context. However, the polynomial approrimation on an element K will not only depend on
u|x but ulw, , where wi is the union of elements that touch K. n

Remark 3.34. (interelement continuity for squares/hexahedra) The approzimation operator
constructed in Theorem 3.32 for triangles has analogs in 2D for squares. It is worth pointing out a
special case in tensor product approximation. For d = 2, for example, if the underlying 1D operator 1y,
satisfies (Iyu)(£1) = u(£1), then the restriction to the edges of S of the tensor product approzimation
I; o IYu reduces to the 1D operator, e.g., (I o I¥u)|e=—1 = Lyu(—1,-). This implies, for example, for
meshes consisting of affine quadrilaterals only that the elementwise approximation of a function u
by its tensor-product Gauss-Lobatto interpolant is an H'-conforming approzimation as it is globally
continuous.

Another approach that is often taken in connection with squares/hexahedra is the use of meshes with
hanging nodes. This leads to the problem of constrained approzimation; see (Demkowicz, Kurtz, Pardo,
Paszyriski, Rachowicz, and Zdunek, 2008), Chap. 3 for the algorithmic aspects. .

Remark 3.35. The proof of Theorem 3.32 presented emphasizes the importance of simultaneous
approximation. The wunderlying reason for its usefulness is that Sobolev and Besov spaces are
interpolation spaces so that multiplicative interpolation inequalities are available. Such multiplicative
inequalities are useful in approrimation if simultaneous approximation in the two pertinent norms is
available. This underlies our treatment of L°°-estimates in (3.42) and was also exploited in the proof
of Theorem 3.25. .

Remark 3.36. Using the techniques of the proof of Theorem 3.32, it is possible to construct piecewise
polynomial approrimants in an element-by-element fashion, where the polynomial degree is allowed
to vary from element to element. The key condition is the ratio of the polynomial degrees of two
neighboring elements is bounded by a fized number that enters the constants in the final estimates. =

3.5. Extensions and Remarks

In the case of multivariate approximation, we have mostly focussed on the case d = 2 as an example
and, with the exception of Section 3.4, restricted our attention to the approximation on the reference
element. For shape-regular meshes, the appropriate powers of the local mesh size can be obtained as
in the h-version by scaling arguments. For high order anisotropic elements, care has to be taken in
the scaling arguments; see (Melenk, 2002) for the 2D case in the context of boundary layer resolution
and (Schotzau, Schwab, and Wihler, 2013) for 3D elliptic boundary value problems in polyhedra.

We noted in Example 3.15 that the p-version can approximate certain singular functions at twice the
rate as the h-version on quasi-uniform meshes. In this example, the singularity was at an endpoint of
the domain of interest. The corresponding result extends to 2D, if the singularity is at a mesh point,
(Babuska and Suri, 1987); see also the chapter The p-Version of the Finite Element Method of
ECM2.
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Remark 3.37. All results cited in this note can be recovered from the books and general articles that
are quoted in the References. u

APPENDIX

A.1. Further inverse estimates

Many inverse estimates can be found in (Schwab, 1998), Sections 3.6, 4.6 or in (Bernardi and Maday,
1997), Chap. I, Sec. 5.

It is possible to bound ||u||gr(=1,1) by ||ullpe(=1,1) for u € Py:
Lemma A.1.1. For every p € [2,00] there holds
lullzr-10) € (V2R) " Pllullpa gy Vu € P (A.11)

Proof. We start with the case p = oco. Write u = Zf:o u;L; and use ||Li|[poo(—1,1) < 1 together

with Hu||2Lz(_171) = Zf:o ﬁ\u,ﬁ This yields (A.1.1) for p = co. The case p = 2 is trivial. The case
p € (2, 00) follows from the log-convexity of the LP-norms, specifically, the bound®

_ 1 1-0 0
e < FzeollFlTen, — — = +—.

Peo Po p1

The choice po = 0o and p1 = 2 and 6 = 2/p finishes the argument. ]

An interesting variant of polynomial inverse estimates is given by the following result due to Bernstein:

Lemma A.1.2 ((DeVore and Lorentz, 1993), Chap. 4, Thm. 2.2) Let £,, p > 1 denote the
ellipse of (8.6). Then for every mi € Pr (with complex coefficients) and every p > 1

k
H7TkHL°°(int(£p)) <p ||7Tk||L°°(71,1)'

A.2. Properties of the Gau-Lobatto interpolation operator

A.2.1. Stability of the Gauf-Lobatto interpolation operator (cf. Remark 3.3)

For £ € N we define the GauB-Lobatto points x;, ¢ = 0,...,k, as the zeros of the polynomial
z — (1 —2?)L}(z), where L(z) = P,EO‘O)(:r) is the Legendre polynomial of degree k. The polynomials

§Write |f] = |£19]f|*~? and apply Hblder to | f|Pe
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L), are orthogonal polynomials (with respect to the weight (1 — z?)) so that its zeros are distinct and
lie in the interval [—1, 1]. The GauB-Lobatto quadrature has the form

> pf), (A.2.1)

where the positive quadrature weights are given by p; = 2/(k(k + 1)L2(&:), (Bernardi and Maday,
1997), (4.24). We collect some properties of the GauB-Lobatto quadrature:

Lemma A.2.1. (i) The quadrature rule (A.2.1) is exact for polynomials of degree 2k — 1.
Additionally, one has

k
||fH2L2(—1,1) < ZP%V(L)F <(2+ 1/k)||f||2L2(—1,1) Vf € Pg. (A.2.2)
i=0
(i3) If the quadrature points x;, i =0, ...,k are sorted in descending order —1 = xj < Tp—1 < -+ <

xzo = 1 and written in the form x; = cos6; with 0; € [0, 7], then the corresponding 0; satisfy

i i+ 1/2
<6 < ,
kr12" = S k12"

i=0,... k. (A.2.3)

(#i) The nodes x; are distributed symmetrically around 0 and satisfy

Biv1 e . 0. 0.
R :/ in 0 do ~ % { su}@u 1<i<|k/2) +Zl,7 . V0; € [0;,0i41], (A.2.4)
) %> - Y.

i

Here, the implied constant is independent of k, i, and 0;. In particular,

T — Tit1 ~ k! [k_1+ 1/1—%12] s i:O,...,I_k/QJ +1, VT, € [.Z‘i.t,-l,ilj’i] (A25)
with implied constants independent of i, k, and T;.
(w) Define the function
1]1
= |- 1—22|. A.2.
wi () " {k + x } ( 6)
Then there is a constant C > 0 independent of k such that
C™'pi < wi(xs) < Cpy, i=0,...k (A.2.7)
(v) Define I; := (min{z;, i1}, max{z;, zi+1}), i =0,...,k — 1. Then
c! max{pi, pi+1} < wi(x) < Cmin{p;, pi+1} Veel,, i=0,...,k—1. (A.2.8)

Proof. These properties are known in the literature.
Proof of (i): cf., e.g., (Bernardi and Maday, 1992), Chap. III, Cor. 1.13.

Proof of (ii): This is the key result of the lemma and due to Siindermann, (Siindermann, 1980);
(Stindermann, 1983). See also (Canuto, Hussaini, Quarteroni, and Zang, 2006), Sec. 2.3.1.

Proof of (iii): Follows from z; — i1 = cos; — cos ;41 = f:i“ sinf df and (A.2.3).
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Proof of (iv): This is stated in (Bernardi and Maday, 1992), Chap. III, Lemma 1.14 but is extracted
from (Szegd, 1975), (15.3.14) combined with the property (A.2.3).

Proof of (v): It suffices to consider the case ¢ < |k/2] and establish, in view of monotonicity properties
of wg,

wk(xz) S wk(xiH) 5 wk(ml) (A29)

The bound wg(z;) < wik(zi+1) follows from the monotonicity properties of wy. For the upper bound
we introduce the variable 8 with © = cosf and have to establish

_ E~! +sin#;
cTl< = T2 <.
- k_1—|—SiH97;+1 -

For ¢ = 0, this follows by inspection and (A.2.3). For ¢ > 1, this follows again from (A.2.3) and the
observation

sin(f +0) cos 8 — cos @
- sin 0

i < i < .
p— sind <C iffe[l/k,m/2] and 6 < c/k

O

Define the GauB-Lobatto interpolation operator Ig* : C'([~1,1]) — Py by

(I ) (@) = u(z)li(z), @) =]] ;”__ZJ (A.2.10)
i=0 j=0 """ J
J#i

Some important stability properties of the GauB-Lobatto interpolation operator I$L are collected in
the following proposition:

Theorem A.2.2. Define I = [—1,1] and the weight function
wr(z) = k~! [k71+ 1—m2} , z el

Fiz 0 € [0,1]. Then there exists C > 0 independent of k, k' € N such that:

I ull ooy < CA+logh)llullio—11y — Yue C) (A.2.11)
Il < Cllullm-aay  Yu€ HY(D), (A.2.12)
1
I ullegy < C {”“”L%ﬂ&) + EHU/HL?(I)} Vu € H'(I), (A.2.13)
K ull2gy < C [Hullem,l) + Hwﬁuni/fm|\w;*9u’\|2/£m] Vu € H'(I), (A.2.14)
G 1 1/2
I ulley < C {||U||L2(71,1) + ﬁHUHB;{f(,) Yu € By(I), (A.2.15)
5l oy < COA+K/R)ullzgy — Vu e Py (A.2.16)
u—1¢Ty 1
[ \/ﬁ 2y < CEHU,HLQ(I) Yu € H'(I). (A.2.17)

Proof. The stability result (A.2.11) is due to Siindermann, (Siindermann, 1980); (Siindermann,
1983). The estimates (A.2.12), (A.2.13), (A.2.17), can be obtained from (Bernardi and Maday, 1997),
Thm. 13.4. The estimate (A.2.16) is shown in (Bernardi and Maday, 1997), Rem. 13.5. The estimates
(A.2.14), (A.2.15) will be shown below.
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The key ingredient for the proof of the estimates cited from (Bernardi and Maday, 1997), Thm. 13.4
and the (A.2.14), (A.2.15) is (A.2.3), i.e., the fact that values 6; of the representation z; = cos; are
nearly uniformly distributed in [0, 7].

Let us be more specific about (A.2.14) and (A.2.15). With the quadrature weights p; for Gauss-Lobatto
quadrature, we note

oL ) (A.2.2) P ) lp/2]+1 ) k )
IE ullZagy <D pilul@)® < D pilul@)®+ Y pilule)]®.
i=0 i=0 Lk/2]+1

By symmetry of the distribution of the Gauss-Lobatto points around the midpoint = 0, it suffices

to consider the sum Z}i{)%“ pi|u(z:)|*—the other one is treated similarly. For each x;, we consider
I; :== (zi+1, ;). The 1D Sobolev embedding then gives

2 1 2
HUHLOO(Ii) N 7\I| ||UHL2(11-) + HU||L2(1¢)H“,HL2(11-) (A.2.18)
1

Next, we note that (cf. (iv), (v) and (Bernardi and Maday, 1997), Thm. 4.5)

s b ]

so that
 (A.2.5)
i
1i
Upon writing p; = pf pi =% and noting that p; is equivalent to wy on I; (cf. (A.2.8)), we get
k k
GL
N U2y < 3 piud P £ S ulla -+ pillullzzry I 20z, (A.2.19)
i=0 i=0
0 —0
SllullZery + lwhull 2o llws 'l 2, (A.2.20)

which is (A.2.14). We note that the following simplified estimates can be derived:
GL, 12 2 - 2 -2 2
T ullz2cry S Mullzzn + & ullz el 2oy € lellzey + 571/ lz2 - (A.2.21)

We now show (A.2.15) using (A.2.21). Let IIj, : L*(I) — Pi be a quasi-interpolation operator with
the following properties:

Ml iy S lullsry, 7 €4{0,1}, (A.2.22)
lw —eul L2y S kil”“”muy (A.2.23)

Such an operator is constructed, for example, in Examples 3.18, 3.19 or in (Karkulik and Melenk, 2014).
The simultaneous stability in L? and H* implies stability in B;{f([) (cf. (Tartar, 2007), Lemma 25.3):

I|Hku”3§ff(1) S HuHB;{f(I)' (A.2.24)

Next, we estimate

& ull 2 ry S IE " (w = )2 ry + ITel 2y

S (u— Mew) |2y + lull 2oy -
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We now study the mapping v — IS (u — IIyu) and estimate

5" (u — w2y < llw — Tewllpary + k72w — w157 ) lu — Myl 37

L2(I) HY(I)
SE 2l e g + P IlE Il
HAO)! ) (I
—1/2 1/2 1/2
Sk il ||u||L/2([)||U‘HI.I/1(I)7

where we used the classical interpolation inequality in the last step. An appeal to (Tartar, 2007),
Lemma 25.3 concludes the proof of (A.2.15). D

A.2.2. Stability of the Gauf interpolation operator (cf. Remark 3.3)

We now show that the estimates (A.2.14), (A.2.15), also hold for the Gauss points:

Lemma A.2.3. Define the function wg(z) := v/1—a2. Fix 0 € [0,1]. Let ¢;, i = 1,...,k, be the
Gauss points, i.e., the zeros of L. Denote by IS | : C([—1,1]) — P,_1 the interpolation in these
points. Then there is C > 0 independent of p such that

G - 0 -0
IEulle 1,1y < C [lullZaray + F lobullizr o ullz 1] (A.2.25)

G —_
Gl < © (Il an + 52l |- (A.2.26)

Proof. The proof parallels that of (A.2.14), (A.2.15). We define ¥; := arccos(;, i = 1,..., k. In fact,
the key steps can be found in the proof of (Bernardi and Maday, 1997), Thm. 13.1.

1. step: According to (Szegd, 1975), Thm. 6.21.3 we have for the values 9;:
i—1/2 i

<9; <

R

2. step: The Gaul quadrature with weights p$* has the form Zle oS f (¢s)- It is exact for polynomials
f € Pa_1. Furthermore, according to (Bernardi and Maday, 1997), Thm. 4.4, Rem. 4.4 we have

CT'™ M1 =2 < pf <Ck™'\/1—-¢2 (A.2.28)

8. step: For each i select an interval I; of length proportional to piG7 e.g.,
I; := (cos(¥; — 6/k),cos(d; + §/k)), i=1,...,k,

where § > 0 is sufficiently small so that the intervals I; do not overlap (this is possible in view of

(A.2.27)). Next, one checks that
L] ~ k1= ¢~ pf (A.2.29)

T i=1,...,[k/2]. (A.2.27)

uniformly in ¢ and k.
4. step:

k k

(A.2.18)

G 2 G 2 2 G

I 1ulliay = D a8 @) S D lullZeq) + o8 lull i 1l 22,

i=1 i=1
(A.2.28) ) I o

S HUHLZ(I) +k ||WGU||L2(I)||WG u ||L2(1)~

~

This is (A.2.25). The proof of (A.2.26) follows from this in exactly the same way as in (A.2.15) follows
from (A.2.14). 0



50 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

A.2.3. Simultaneous approzimation in GaufS-Lobatto and Gauf interpolation (cf. Cor. 3.21)

As an alternative to the procedure in (Bernardi and Maday, 1997), Thm. 13.4 we present a proof of
of Corollary 3.21 that is based on interpolation arguments.

Lemma A.2.4. Let I$" and IS represent interpolation in the Gauf-Lobatto and Gauf points. Then

lu =1 || ey < Crsk™ " Nullgsy, 0<r <1, s> (147)/2 (A.2.30)
lw = I ull g2y < Csk™ |lullms (1), 1/2 < s. (A.2.31)

Proof. Proof of (A.2.30): Corollary 3.21 has shown the result in the range 0 < r < 1 together with
1 < s. Thus, we have to show the remaining cases (1 +1)/2 < s < 1. The key to using interpolation
arguments for this case is the refined stability estimate (A.2.15) for the limiting case. From (A.2.15),
we obtain the approximation result

l[u— IkGLUHLZ’(I) < C']€71/2||u||,3;/12 (A.2.32)

(n°
From the H!(I)-stability of IS%, we infer (again first for integer s and then, by interpolation, all
s'>1)
GL —(s'-1
lu =155 i) < Cok™ Dl gor gy, 8210 (A.2.33)

For r € (0,1) and 1 > s > (1 +17)/2 select
, s—(1-17)/2

s =
r

Note that s’ > 1. The choice of s’ become clear once one observes that the reinterpolation theorem
allows us to identify the Sobolev space H*(I), s € (1/2,1) as H*(I) = (B;/lQ(I),HS (I))r,2. Then,
interpolating between (A.2.32), (A.2.33) yields

s = T ull iy < CR 07287 < Ok [lull sy

(1), H (I)y,2

Proof of (A.2.31): The estimate (A.2.26) provides the limiting case for interpolation arguments. We
have

a —1/2
||u_Ik u||L2(I) <Ck HUHB;/12<1>

lu =I5 ull 20y < Ck™*|lull s (ny, s> 1.

Interpolation between these two estimates and using again that the reinterpolation theorem yields
HO/2+0=0)s(1) = (B%f22(1)7H5(I))972 concludes the proof. O

A.3. Operators stable both in L? and H*' (cf. Examples 3.18, 3.19)

Examples 3.18, 3.19 claimed the existence of some projection operators that are simultaneously stable
in L?(—1,1) and H'(—1,1). Here, we provide self-contained proofs of these claims.

Theorem A.3.1 (cf. Example 3.18) Let [ = [—1,1]. For each k € Nqy there is a linear operator
Qx : L*(I) — Pa with the following properties:
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(i) HQkU”L?(z) < ||U||L2(1)‘
(i) \|Qku||H1(1> < Cllullgr gy for a C > 0 independent of k.

(iii) Qru = u for all u € Py.

Proof.  Such operators of the “de la Vallée-Poussin” type have been constructed repeatedly in the
literature. We mention here (Bernardi and Maday, 1999); (Braess, Pillwein, and Schoberl, 2009). Fix
a smooth function x € C*°(R) with suppx C [-2,2], x =1 on [0,1] and 0 < x < 1. We expand the
function u as well as v’ in Legendre series:

u = z Up Liny, (A.3.1)
n=0

w'=Y byLn. (A.3.2)
n=0

We will repeatedly use the following definitions and properties:

2
_ 2 _
Yo = ILnllz2) = 1’ (A.3.3)
L3z ) = n(n+ 1); (A.3.5)

here, we employed (Bernardi and Maday, 1997), Thm. 3.2 in (A.3.3), (Bernardi and Maday, 1997),
Thm. 3.3 in (A.3.4), and (Bernardi and Maday, 1997), (5.3) in (A.3.5). We recall the relation between
the coefficients u, and b, (cf. (Houston, Schwab, and Siili, 2002), Lemma 3.5 or (Melenk and Wurzer,
2014), (1.6)):

bn—l bn+1
n = — , > 1. A.3.
U o =1 2n+3 "= (A.3.6)

Furthermore,

2 2 2 2
||UHL2(1) = Z’Yn‘uﬂ ) Hu/”LQ(I) = Z’Yn‘bn| :
n=0 n=0

We define the operator Q by

Qru =Y x(n/k)unLn. (A.3.7)

n=0

From x|j0,1] = 1, it is clear that Qu = u for u € Py, and lIx|l ooy < 1 implies ||QkUHL2(I) < lullp2ery-
From supp x C [—2,2] it is clear that Qru € Py It thus remains to study H(Qu)'||L2(I). The key idea
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is to exploit smoothness properties of x through a summation by parts argument:

Q ' 3 bn—1 bny1 ’
(Qru) =nz::1 x(n/k)un L Zx (n/k) ( i 2(n+;)+1>Ln
B> ﬁ /R L = X =D/ a] + 3 /) g
oo by s / l
- 2= g Xk L,—L,_»
;2(n—1)+1X(/) [ ]

A2Do(m-1)41)Ly s

*Zzn_l — (= 2)/k) = x(n/k)] Lt~ 2+an/k e

=: 51+ 52 + 5s.

We estimate these three terms in turn:
oo

1S1lZ20y = D Ix(n/k)*m—rlba-1]* < w221,
n=3
2k ‘ 1 \/’Yn 1|bn 1|
HS2||L2(I) Z EHLn 2||L2(I NZ ~ 1
2k 1
an baa Py 30 k2 S gz,
Tn—1

n=1
1S3l 2(ry) < [bol + [ba] S [Ju'[| 221
0

We now turn to Example 3.19.

Theorem A.3.2 (cf. Example 3.19) Let I = [-1,1]. For each k € Ny there is a linear operator
Qr : L*(I) = Py, with the following properties:

(i) HQkU”L?(z) < CHUHLZ(I)-
(i) 1Qrullzr(ry < Cllullgr(ry for a C > 0 independent of k.
(i) Qru =u for all u € Py.

Proof.  As in the proof of Theorem A.3.1 we expand u and u’ in the Legendre series (A.3.1), (A.3.2).
We also use the cut-off function x of the proof of Theorem A.3.1. The operator Qf is defined by

Qru := ZX n/k)unLn + Z (n/k)unLog—n. (A.3.8)
n=k+1
By construction, it is a projection onto Py so that only the stability in L?(I) and H'(I) have to be
shown. In view of the stability properties of the operator @k constructed in the proof of Theorem A.3.1,
it suffices to establish the stability of the operator
B 2k
Qru — Qru = Z x(n/k)un [Ln — Lok—n] - (A.3.9)

n=k+1
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We start with the L?(I)-stability. We write

2% k-1
Qru—Qru= Y x(n/k)unLn + > x((2k —n)/k)usk—nLn
n=k+1 n=0
so that
B 2k k—1 -
Qe = Quullzeqry = > Ix(/R) Plunl*3n + 3 (2K = 0)/k) 2 uskn[* 21
n==k n=0 -
By the smoothness and the support properties of x, we have
Ix((2k —n)/k)| < Cn/k (A.3.10)
so that for 0 < n < k we have
Tn n2(2k—n)+1
2k — <C-2E L~ <.
(2t —m)/) e < O EE I <0
Hence, we obtain
B 2k k—1
1Qru = Quullzzcy < Y IX(/k)Plunl*yn + C Y Juzk—nlyar—n < CllullZ2r).
n=k n=0
For the H'(I)-stability analysis of Qx — Qx we write with (A.3.9) and (A.3.6):
2k 2k b b
~ _ / _ _ / _ n—1 _ n+1 _ /
Q= Q' = 30 X0/ L~ Lol = D0 xu/h) (220 = P2 (L~ L]

n=k+1 n=k+1

The summation by parts formula of Lemma A.3.3 gives

2k
~ bn_
(@ Q) = Y 3= /) (En — Larn) = X((0 = 2)/K) (L2 — Lar-ns2)'
n=k+3
+ L x(k/k)(Lr — L2k—k)/ + bk x((k+1)/k)(Lg+1 — LQk_k_l)/
2k —1 2k + 3
bog— b
— #X((Qk — 1)//{,‘)(L2k71 - L2k—(2k—1))/ - WIE)_:[X(QIC/]C)(LQJC — Lgk_@k))/
=: 51+ 55+ S5.
We deal with the terms S1, S2, Ss in turn.
The term S1: We write
2k 2k
n—1 / n—1 /
= Ln - Ln, - L -n = L —-n
S ":ZM 5, — 7 X(/E)( 2) n:ZM 5 X(n/k) (L oheent2)

- > 21;::11 (x((n = 2)/k) = x(n/k)) (Lu_2 — Lon—ns2)’
n=k+3

=: 51,1+ 51,2+ S13.
For the terms Si,1, S1,2 we employ (A.3.4) to get

2k 2k

S1,1 4 S1,2 = Z x(n/k)bn—1Ln—1 — Z

n=k+3 n=k+3

bnfl
2n —
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This implies
1511 4+ Sr2ll2ny S 1w/l p2(r-

For the term Si3 we use the Lipschitz continuity of x to infer |x((n — 2)/k) — x(n/k)| < Ck™*
(uniformly in n) and we use (A.3.5) to get

1 o] . 1 2k ;
[151,3ll2(r) S T DT [n+ (2k —n+1)] S Z’Yn 1|bn—1[? kSl L2
n=k+3 <% n= k+3

The term Sa:

b
2k + 3

1 (A3:5) b
2k 43

X((k+1)/k) [Li41 — Li—1] x((k+1)/k)(2k + 1) Lk

2 =
so that

|bx|
I1S1llr2(r) = %13

X((k +1)/k)(2k + D)lvAk < W]l 2

The term Ss: Since supp x C [—2, 2], we have x(2k/k) = 0 so that

o, — /
5'3 = 4216711 X((2k - 1)//6) [Lgkfl - Ll] .

From the support property of x we also get |x((2k —1)/k)| < ck™" and in view of (A.3.5) we arrive at

b _ _ _
S5z S VR k4 1) S o I 72

0

Lemma A.3.3 (summation by parts) Let (an)n=o, (bn)aeo C R and p, ¢ € No with ¢ < q. Then:

q q
Z (@n—1 — Gny1)bn = Z an—1(bn — bn—2) + apbpt1 + apr1bpre — agbg—1 — ag+1by.

n=p+1 n=p+3
Proof.

q q q q q+2

§ (anfl - an+l)bn = § anflbn - g an+lbn = g anflbn - § anflbn72
n=p+1 n=p+1 n=p+1 n=p+1 n=p+3

q p+2 q+2
= g anfl(bn - bn72) + 2 anflbn - g anflbn72
n=p+3 n=p+1 n=q+1

q
= Z n—1(bn — bn—2) + apbpt1 + apr1bpy2 — agbg—1 — ag1bqg.

n=p+3

This concludes the proof. a
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