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Abstract. An implicit Euler finite-volume scheme for an n-species population cross-
diffusion system of Shigesada–Kawasaki–Teramoto-type in a bounded domain with no-flux
boundary conditions is proposed and analyzed. The scheme preserves the formal gradient-
flow or entropy structure and preserves the nonnegativity of the population densities. The
key idea is to consider a suitable mean of the mobilities in such a way that a discrete
chain rule is fulfilled and a discrete analog of the entropy inequality holds. The existence
of finite-volume solutions, the convergence of the scheme, and the large-time asymptotics
to the constant steady state are proven. Furthermore, numerical experiments in one and
two space dimensiona for two and three species are presented. The results are valid for a
more general class of cross-diffusion systems satisfying some structural conditions.

1. Introduction

The population model of Shigesada, Kawasaki, and Teramoto (SKT) describes the seg-
regation of two competing species [32]. It consists of quasilinear parabolic equations for
the population densities with a generally nonsymmetric and not positive semidefinite dif-
fusion matrix. To overcome the lack of positive definiteness, it was suggested in [11, 20]
to use so-called entropy variables that yield a transformed diffusion system with a positive
semidefinite diffusion matrix. In particular, the SKT cross-diffusion system of [32] has a
formal gradient-flow or entropy structure. This approach can be generalized to an arbitrary
number of species [13]. It is important to design a general easy-to-implement numerical
scheme that preserves this structure and that can be proven to be convergent. Previous
works like [2, 3, 33] propose numerical approximations that satisfy some of these proper-
ties but not all of them. In this paper, we suggest a finite-volume scheme for n-species
SKT-type population systems, preserving the entropy structure and the nonnegativity of
densities and conserving the mass (in the absence of source terms). In fact, our results
are even valid for a more general class of cross-diffusion systems satisfying some structural
conditions.
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More precisely, we consider the cross-diffusion system

(1) ∂tui − div

( n∑

j=1

Aij(u)∇uj
)

= fi(u) in Ω, t > 0, i = 1, . . . , n,

where Ω ⊂ Rd (d ≥ 1) is a bounded domain, u = (u1, . . . , un) is the vector of population
densities, with the diffusion coefficients

(2) Aij(u) = δij

(
ai0 +

n∑

k=1

aikuk

)
+ aijui, i, j = 1, . . . , n,

and the Lotka–Volterra source terms,

(3) fi(u) = ui

(
bi0 −

n∑

j=1

bijuj

)
, i = 1, . . . , n,

where we assume that aii > 0, bii > 0 for i = 1, . . . , n and aij ≥ 0 and bij ≥ 0 for i 6= j.
We prescribe no-flux boundary and initial conditions:

(4)
n∑

j=1

Aij(u)∇uj · ν = 0 on ∂Ω, t > 0, ui(0) = u0
i in Ω, i = 1, . . . , n,

where ν denotes the exterior unit normal vector to ∂Ω. When n = 2, we recover the SKT
system of [32] without environmental potentials. Our analysis also works when we include
the corresponding drift terms (see Section 8.4).

Let h : [0,∞)n → [0,∞) be a convex function and set H[u] =
∫

Ω
h(u)dx. The entropy

inequality is derived, for suitable source terms, by choosing h′(u) formally as a test function
in the weak formulation of (1), leading to

(5)
dH

dt
+

∫

Ω

∇u : h′′(u)A(u)∇udx ≤ C(T ), 0 < t < T,

where h′′(u) is the Hessian of h, “:” is the Frobenius matrix product, and C(T ) > 0
comes from the source terms. We call H an entropy and h an entropy density if h′′(u)A(u)
is positive (semi-) definite. This typically provides gradient estimates and moreover, if
C(T ) = 0, then H is a Lyapunov functional along the solutions to (1).

In the case of the n-species SKT model, the entropy density is given by

(6) h(u) =
n∑

i=1

πi
(
ui(log ui − 1) + 1

)
, u ∈ [0,∞)n,

where the numbers πi > 0 are assumed to satisfy πiaij = πjaji for i 6= j. This can be
recognized as the detailed-balance condition for the time-continuous Markov chain asso-
ciated to (aij), and the vector (πi) is the corresponding invariant measure [13]. It turns
out that ∇u : h′′(u)A(u)∇u is bounded from below by

∑n
i=1 aii|∇ui|2, which yields H1(Ω)

estimates. Moreover, it can be shown that the solutions ui are nonnegative and the mass∫
Ω
ui(t)dx is constant in time if fi = 0. Our aim is to preserve this structure on the discrete

level.
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In the literature, there are already various numerical schemes for the SKT model. Up
to our knowledge, the first numerical simulations, based on a finite-difference scheme in
one space dimension, were performed in [19]. A convergence result for an implicit Euler
approximation, which preserves the nonnegativity of the densities, was proved in [20], but
the space variable was not discretized. Based on the entropy structure found in [11, 20],
a convergent entropy-dissipative finite-element approximation was proposed in [3]. The
entropy structure is preserved by defining an approximation of a certain mean function.
For this, the authors of [3] need an approximated entropy and an approximated diffusion
matrix, which complicates the numerical scheme. Moreover, their scheme does not preserve
the nonnegativity of the densities. A convergent finite-volume scheme that preserves the
nonnegativity was suggested in [2], but the analysis is valid only for positive definite diffu-
sion matrices (Aij(u)), which requires strong conditions on aij. Another idea was developed
in [30], by considering a linear finite-volume scheme and proving unconditional stability
and convergence, but without structure-preserving properties. A discontinuous Galerkin
scheme was used in [33], which preserves the formal gradient-flow structure and nonnegativ-
ity of the densities, but no convergence analysis was performed. Finally, operator-splitting
techniques were also applied to the SKT model [4, 22].

Compared to the literature, our finite-volume scheme (i) preserves the entropy structure
of the n-species model under the detailed-balance condition, (ii) preserves the nonnegativity
of ui ≥ 0, and (iii) conserves the mass when the source terms vanish. We design and analyze
in fact a finite-volume scheme for a general cross-diffusion model of the form (1) and (4),
satisfying some structural conditions specified in Section 2. For this scheme, we prove
the existence of discrete finite-volume solutions and show that a subsequence converges to
the solutions to (1) and (4). In Section 3, we apply the results obtained in the general
framework to the SKT model (1)-(4).

The derivation of the entropy inequality (5) is based on the chain rule h′′(u)∇u = ∇h′(u).
The difficulty is to formulate this identity on the discrete level. Let Ω be the union of
cells K and let σ = K|L be the edge between two neighboring cells K and L. The
finite-volume density ui is constant on each cell, and we write ui,K for its value and set
uK = (u1,K , . . . , un,K). A discrete analog of the chain rule is the vector-valued identity

h′′(ũσ)(uL − uK) = h′(uL)− h′(uK),

where ũσ is a mean vector. This approach resembles the discrete-gradient method [25, Sec-
tion V.5]. However, the mean-value theorem for vector-valued functions can be formulated
only as

(∫ 1

0

h′′(suL + (1− s)uK)ds

)
(uL − uK) = h′(uL)− h′(uK),

and in general, a mean vector ũσ cannot be found. Therefore, we assume that the entropy
density is the sum of entropy densities for each species, h(u) =

∑n
i=1 hi(ui). Then the

Hessian of h is diagonal, and the standard mean-value theorem can be applied component-
nwise. Fortunately, the entropy (6) of the SKT model satisfies this condition. In this case,
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the mean vector is computed by

ũi,σ =
ui,L − ui,K

log ui,L − log ui,K
for σ = K|L if ui,K 6= ui,L.

This corresponds to the logarithmic mean, used in, e.g., [29]. General mean functions are
defined in, e.g., [7, 18, 24]. In order to achieve a discrete analog of the entropy inequality
(5), the diffusion matrix has to be evaluated at the mean vector ũσ, i.e., the fluxes of the
finite-volume scheme along the edge σ = K|L have to be discretized according to

Fi,K,σ = −
n∑

j=1

τσAij(ũσ)(uj,L − uj,K), i = 1, . . . , n,

where τσ is the transmissibility constant defined in (7) below.
The paper is organized as follows. The numerical scheme and our main results (existence

of discrete solutions, convergence of the scheme, and large-time behavior) are introduced
in Section 2. Examples that satisfy our general assumptions, including the SKT model, are
presented in Section 3. In Section 4, we prove the existence of discrete solutions. Uniform
estimate are derived in Section 5, and Section 6 is devoted to the proof of the convergence
of the scheme. The large-time asymptotics is shown in Section 7. Finally, we present in
Section 8 some numerical examples for the two- and three-species SKT system.

2. Numerical scheme and main results

2.1. Notation and definitions. We present the discretization of the domain ΩT = Ω×
(0, T ). We consider only two-dimensional domains Ω, but the generalization to higher
space dimensions is straightforward. Let Ω ⊂ R2 be a bounded, polygonal domain. An
admissible mesh of Ω is given by (i) a family T of open polygonal control volumes (or cells),
(ii) a family E of edges, and (iii) a family P of points (xK)K∈T associated to the control
volumes and satisfying Definition 9.1 in [16]. This definition implies that the straight line
xKxL between two centers of neighboring cells is orthogonal to the edge σ = K|L between
two cells. For instance, Voronöı meshes satisfy this condition [16, Example 9.2]. The size
of the mesh is denoted by ∆x = maxK∈T diam(K). The family of edges E is assumed
to consist of interior edges Eint satisfying σ ∈ Ω and boundary edges σ ∈ Eext satisfying
σ ⊂ ∂Ω. For given K ∈ T , EK is the set of edges of K, and it splits into EK = Eint,K∪Eext,K .
For any σ ∈ E , there exists at least one cell K ∈ T such that σ ∈ EK .

We need the following definitions. For σ ∈ E , we introduce the distance

dσ =

{
d(xK , xL) if σ = K|L ∈ Eint,K ,

d(xK , σ) if σ ∈ Eext,K ,

where d is the Euclidean distance in R2, and the transmissibility coefficient

(7) τσ =
m(σ)

dσ
,
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where m(σ) denotes the Lebesgue measure of σ. The mesh is assumed to satisfy the
following regularity assumption: There exists ζ > 0 such that for all K ∈ T and σ ∈ EK ,

(8) d(xK , σ) ≥ ζdσ.

Let T > 0, let NT ∈ N be the number of time steps, and introduce the step size
∆t = T/NT as well as the time steps tk = k∆t for k = 0, . . . , NT . We denote by D the
admissible space-time discretization of ΩT composed of an admissible mesh T and the
values (∆t, NT ).

We also introduce suitable function spaces for the numerical scheme. The space of
piecewise constant functions is defined by

HT =

{
v : Ω→ R : ∃(vK)K∈T ⊂ R, v(x) =

∑

K∈T

vK1K(x)

}
,

where 1K is the characteristic function on K. In order to define a norm on this space, we
first introduce the notation

vK,σ =

{
vL if σ = K|L ∈ Eint,K ,

vK if σ ∈ Eext,K ,

for K ∈ T , σ ∈ EK and the discrete operators

DK,σv := vK,σ − vK , Dσv := |DK,σv|.
Let q ∈ [1,∞) and v ∈ HT . The discrete W 1,q seminorm and discrete W 1,q norm on HT

are given by

|v|q1,q,T =
∑

σ∈E

m(σ) dσ

∣∣∣∣
Dσv

dσ

∣∣∣∣
q

, ‖v‖q1,q,T = |v|q1,q,T + ‖v‖q0,q,T ,

respectively, and ‖v‖0,q,T denotes the Lq norm i.e. ‖v‖0,q,T = (
∑

K∈T m(K)|vK |q)1/q. For
given q > 1, we associate to these norms a dual norm with respect to the L2 inner product,

‖v‖−1,q′,T = sup

{∫

Ω

vwdx : w ∈ HT , ‖w‖1,q,T = 1

}
,

where 1/q + 1/q′ = 1. Then
∣∣∣∣
∫

Ω

vwdx

∣∣∣∣ ≤ ‖v‖−1,q′,T ‖w‖1,q,T for v, w ∈ HT .

Finally, we introduce the space HT ,∆t of piecewise constant in time functions with values
in HT ,

HT ,∆t =

{
v : Ω× [0, T ]→ R : ∃(vk)k=1,...,NT ⊂ HT , v(x, t) =

NT∑

k=1

vk(x)1(tk−1,tk](t)

}
,



6 A. JÜNGEL AND A. ZUREK

equipped, for 1 ≤ p, q <∞, with the discrete Lp(0, T ;W 1,q(Ω)) norm

( NT∑

k=1

∆t‖vk‖p1,q,T
)1/p

.

2.2. Numerical scheme. We define now the finite-volume scheme for the cross-diffusion
model (1) and (4), where we consider a general diffusion matrix A(u) and an entropy
density h given by h(u) =

∑n
i=1 hi(ui). We first approximate the initial functions by

(9) u0
i,K =

1

m(K)

∫

K

u0
i (x)dx for K ∈ T , i = 1, . . . , n.

Let uk−1 = (uk−1
1 , . . . , uk−1

n ) be given. Then the values uki,K are determined by the implicit
Euler finite-volume scheme

(10) m(K)
uki,K − uk−1

i,K

∆t
+
∑

σ∈EK

Fki,K,σ = m(K)fi(u
k
K),

where the fluxes Fki,K,σ are given by

(11) Fki,K,σ = −
n∑

j=1

τσAij(u
k
σ)DK,σu

k
j for K ∈ T , σ ∈ EK ,

and τσ is defined by (7). By the definition of the discrete gradient DK,σ, the discrete fluxes
vanish on the boundary edges, guaranteeing the no-flux boundary conditions. In (11), we
have introduced the mean value

(12) uki,σ =





ũki,σ if uki,K > 0, uki,K,σ > 0, and uki,K 6= uki,K,σ,

uki,K if uki,K = uki,K,σ > 0,

0 else,

where ũki,K ∈ (0,∞) is the unique solution to

(13) h′′i (ũ
k
i,σ)DK,σu

k
i = DK,σh

′
i(u

k
i ) for K ∈ T , σ ∈ EK .

Since h′i is assumed to be strictly concave (see Hypothesis (H4) below), the definition
uki,σ = 0 if uki,K = 0 or uki,K,σ = 0 is consistent with (13), and the existence of a unique value

ũki,σ follows from the mean-value theorem. The strict concavity of h′i (which implies that
h′′i is strixtly decreasing) and

h′′i (min{uki,K , uki,K,σ}) ≤ h′′i (u
k
i,σ) ≤ h′′i (max{uki,K , uki,K,σ})

lead to the bounds

(14) min{uki,K , uki,K,σ} ≤ ũki,σ ≤ max{uki,K , uki,K,σ}.
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2.3. Main results. Our hypotheses are as follows.

(H1) Domain: Ω ⊂ R2 is a bounded polygonal domain.
(H2) Discretization: D is an admissible discretization of ΩT satisfying (8).
(H3) Initial data: u0 = (u0

1, . . . , u
0
n) ∈ L1(Ω; [0,∞)n) with

∫
Ω
h(u0)dx <∞.

(H4) Entropy density: h(u) =
∑n

i=1 hi(ui), where hi ∈ C2((0,∞); (0,∞)) ∩ C0([0,∞);
[0;∞)) is convex, h′i : (0,∞)→ R is invertible and strictly concave, and there exists
ch > 0 such that hi(s) ≥ ch(s− 1) for all s ≥ 0, i = 1, . . . , n.

(H5) Diffusion matrix: A ∈ C0,1([0,∞)n;Rn×n) and there exists cA > 0 such that for all
z ∈ Rn and u ∈ (0,∞)n,

z>h′′(u)A(u)z ≥ cA|z|2.
(H6) Source terms: fi ∈ C0([0,∞)), and there exist two constants Cf > 0 and C ′f > 0

such that for all u ∈ [0,∞)n,
n∑

i=1

fi(u)h′i(ui) ≤ Cf (1 + h(u)),
n∑

i=1

|fi(u)| ≤ C ′f

(
1 +

n∑

i=1

|ui|2
)
.

Let us discuss these hypotheses. The convexity of hi and the invertibility of h′i in Hy-
pothesis (H4) are natural conditions for the entropy method, see [26, 27]. The strict
convexity or concavity of h′i is required to define properly the mean value ũki,σ in (12).

The lower bound for hi allows us to conclude L1(Ω) estimates. We assume in Hypothe-
sis (H5) that the matrix h′′(u)A(u) is positive definite. This condition can be relaxed,
at least for the existence proof, to the “degenerate” positive definiteness assumption
z>h′′(u)A(u)z ≥ cA

∑n
i=1 u

2m−2
i z2

i for m ≥ 1/2, but this requires certain growth condi-
tions on the nonlinearities, which we wish to avoid to simplify the presentation. The
Lipschitz continuity of Aij is needed to estimate the difference |Aij(ukσ) − Aij(ukK)| in the
convergence proof. It is not needed to show the existence of discrete solutions. The first
bound in Hypothesis (H6) is a natural growth condition needed in the entropy method,
while the second bound is used to estimate the discrete time derivative; see the proof of
Lemma 8.

We introduce the discrete entropy

H[uk] =
∑

K∈T

m(K)h(ukK) for k ≥ 0.(15)

Theorem 1 (Existence of discrete solutions). Let Hypotheses (H1)–(H6) hold and let ∆t
< 1/Cf . Then there exists a solution uk = (uk1, . . . , u

k
n) ∈ Hn

T to scheme (9)–(12) satisfying
uki,K ≥ 0 for all K ∈ T , k ≥ 1, and i = 1, . . . , n, and it holds that

(16) (1− Cf∆t)H[uk] + cA∆t
n∑

i=1

∑

σ∈E

τσ(Dσu
k
i )

2 ≤ H[uk−1] + Cf∆tm(Ω), k ≥ 1.

The proof of Theorem 1 is based on a topological degree argument. For this, we linearize
and “regularize” scheme (9)–(12). The regularization is needed since we are working in the
entropy variables wi = h′i(ui) and the diffusion operator in these variables is only positive
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semidefinite. Then we establish an entropy inequality associated to the approximate scheme
and perform the limit when the regularization parameter vanishes.

For the convergence result, we need some notation. For K ∈ T and σ ∈ EK , we define
the cell TK,σ of the dual mesh:

• If σ = K|L ∈ Eint,K , then TK,σ is that cell (“diamond”) whose vertices are given by
xK , xL, and the end points of the edge σ.
• If σ ∈ Eext,K , then TK,σ is that cell (“triangle”) whose vertices are given by xK and

the end points of the edge σ.

The cells TK,σ define a partition of Ω. It follows from the property that the straight line
xKxL between two neighboring centers of cells is orthogonal to the edge σ = K|L that

m(σ)d(xK , xL) = 2 m(TK,σ) for σ = K|L ∈ Eint.

The approximate gradient of v ∈ HT ,∆t is then defined by

∇Dv(x, t) =
m(σ)

m(TK,σ)
(DK,σv

k)νK,σ for x ∈ TK,σ, t ∈ (tk−1, tk],

where νK,σ is the unit vector that is normal to σ and points outwards of K.
We introduce a family (Dm)m∈N of admissible space-time discretizations of ΩT indexed by

the size ηm = max{∆xm,∆tm} of the mesh, satisfying ηm → 0 as m→∞. We denote by
Tm the corresponding meshes of Ω and by ∆tm the corresponding time step sizes. Finally,
we set ∇m := ∇Dm .

Theorem 2 (Convergence of the scheme). Let the assumptions of Theorem 1 hold, let
(Dm)m∈N be a family of admissible meshes satisfying (8) uniformly in m ∈ N, and as-
sume that ∆tm < 1/Cf for m ∈ N. Let (um)m∈N be a family of finite-volume solutions
to (9)–(12) constructed in Theorem 1. Then there exists a function u = (u1, . . . , un) ∈
L2(0, T ;H1(Ω;Rn)) satisfying ui ≥ 0 in ΩT , i = 1, . . . , n,

ui,m → ui strongly in L2(ΩT ),

∇mui,m ⇀ ∇ui weakly in L2(ΩT ), as m→∞,
up to a subsequence, and u is a weak solution to (1) and (4), i.e., for all ψi ∈ C∞0 (Ω×[0, T )),
it holds that

∫ T

0

∫

Ω

ui∂tψidxdt+

∫

Ω

u0
i (0)ψi(0)dx

=

∫ T

0

∫

Ω

n∑

j=1

Aij(u)∇uj · ∇ψidxdt+

∫ T

0

∫

Ω

fi(u)ψidxdt, i = 1, . . . , n.

The proof is based on suitable estimates uniform with respect to ∆x and ∆t, derived
from the entropy inequality (16) and the discrete Gagliardo–Nirenberg inequality, as well
as a version of the Aubin–Lions lemma obtained in [21]. This yields the a.e. convergence
of a sequence (um) of solutions to scheme (9)–(12). The final step is the identification of
the limit function as a weak solution to (1) and (4).



FINITE-VOLUME SCHEME FOR THE SKT SYSTEM 9

The last result is the convergence of the discrete solutions, as k → ∞, to a constant
stationary solution when the source terms vanish. For this, let ūi = m(Ω)−1

∫
Ω
u0
i dx for

i = 1, . . . , n and ū = (ū1, . . . , ūn). We introduce for every k ≥ 1 the discrete relative
entropy

H[uk|ū] =
n∑

i=1

∑

K∈T

m(K)hi

(
uki
ūi

)
ūi.

Observe that since H[uk|ū] distinguishes from H[uk] only by linear terms, so the entropy
inequality (16) also holds for the relative entropy.

Theorem 3 (Discrete large-time asymptotics). Let uk ∈ Hn
T be a finite-volume solution

to (9)–(12) for k ≥ 1. Then

n∑

i=1

‖uki − ūi‖2
0,2,T → 0 as k →∞.

If the entropy density is defined by (6) and the entropy inequality is given by

(17) H[uk|ū] + ∆t
n∑

i=1

∑

σ∈E

τσ
(
cA(Dσu

k
i )

2 + 4c′A(Dσ(uki )
1/2)2

)
≤ H[uk−1|ū],

where c′A > 0, then there exist constants κ > 0 (depending on u0) and λ > 0 (depending
on c′A, u0, and ζ) such that

n∑

i=1

πi‖uki − ūi‖2
0,1,T ≤ κH[u0|ū]e−λtk for all k ≥ 1.

The proof of Theorem 3 is based on the entropy inequality (17) and some discrete
functional inequalities and is rather standard. Inequality (17) follows if we assume that
the matrix A(u) satisfies for all z ∈ Rn and u ∈ (0,∞)n,

(18) z>h′′(u)A(u)z ≥ cA|z|2 + c′A

n∑

i=1

z2
i

ui
.

This can be seen by slightly modifying the proof of Theorem 1; see Remark 6. All the
assumptions of the theorem are fulfilled by the SKT model if ai0 > 0 for all i = 1, . . . , n
[13, Lemma 4, Lemma 6]. When the Lotka–Volterra terms do not vanish, nonconstant
steady states are possible, and we present some numerical illustrations in this direction in
Section 8.3.

3. Examples

We present several examples for which Hypotheses (H4)–(H6) are satisfied. The examples
include the SKT model.
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3.1. The n-species SKT cross-diffusion system. Consider system (1)–(4). The en-
tropy density defined by (6) satisfies Hypothesis (H4). Hypothesis (H5) is satisfied if aii > 0
for all i = 1, . . . , n and the detailed-balance condition

(19) πiaij = πjaji for all i 6= j,

holds, or if self-diffusion dominates cross-diffusion in the sense

(20) η0 := min
i=1,...,n

(
aii −

1

4

n∑

j=1

(√
aij −

√
aji
)2
)
> 0

and πi = 1 for i = 1, . . . , n; see Lemmas 4 and 6 in [13]. In the former case, cA =
mini πiaii > 0 and in the latter case, cA = 2η0 > 0. The Lotka–Volterra source terms (3)
satify Hypothesis (H6) with Cf given by

(21) Cf =
2

log 2
max
i=1,...,n

(
bi0 +

1

eπi

n∑

j=1

πjbji

)

(see Appendix A for a proof). The existence of a constant C ′f > 0 such that

n∑

i=1

|fi(u)| ≤ C ′f

(
1 +

n∑

i=1

|ui|2
)

is clear since fi is growing at most as u2
j . This shows that Hypotheses (H4)–(H6) are

fulfilled, and we have the following result.

Corollary 4. Let aii > 0, bii > 0 for i = 1, . . . , n and let the diffusion matrix, source terms,
and entropy density be defined by (2), (3), and (6), respectively. We assume that (19) or
(20) holds and that ∆t < 1/Cf . Then there exists a finite-volume solution to scheme (9)–
(12) satisfying (16). Under the assumptions of Theorem 2, the solutions associated to the
meshes (Dm) converge to a solution to (1)–(4), up to a subsequence.

3.2. A cross-diffusion system for fluid mixtures. It was shown in [12] that the mean-
field limit in a stochastic interacting particle system leads to the cross-diffusion system (1)
with diffusion coefficients

Aij = δijai0 + aijui, i, j = 1, . . . , n,

where aij ≥ 0, and with vanishing source terms, fi = 0. This system is similar to the
n-species SKT-type model, but the diagonal diffusion is smaller. We choose the entropy
density (6) with πi satisfying the detailed-balance condition (19) and assume that the
matrix (πiaij) is positive definite with smallest eigenvalue λ0 > 0. Then Hypothesis (H5)
is satisfied since

z>h′′(u)A(u)z =
n∑

i=1

πi
ui
z2
i +

n∑

i,j=1

(πiaij)zizj ≥ λ0|z|2,

for all z = (z1, . . . , zn) ∈ Rn. Thus, Hypotheses (H4)–(H5) are fulfilled. A finite-volume
scheme for this system has been already analyzed in [28]. However, the design and the
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analysis of the scheme are based on a weighted quadratic entropy, i.e. an entropy not of
the form

∑n
i=1 hi(ui).

3.3. A cross-diffusion model for seawater intrusion. The seawater intrusion model
analyzed in [1] describes the evolution of the height u1 of freshwater and the height u2

of saltwater in a porous medium. The asymptotic limit of vanishing aspect ratio between
the thickness and the horizontal length of the porous medium in a Darcy transport model
leads to the cross-diffusion system (1) with diffusion coefficients

A(u) =

(
δu1 δu1

δu2 u2

)
,

where δ ∈ (0, 1) is the ratio of the freshwater and saltwater density, and with no source
terms. The original model contains a variable bottom b(x) of the porous medium; we
assume for simplicity that the bottom is flat, b(x) = 0. Our arguments also hold for
nonconstant functions b(x) if ∇b ∈ L∞(Ω). The entropy density is given by

h(u) =
1

δ

(
u1(log u1 − 1) + 1

)
+
(
u2(log u2 − 1) + 1

)
,

and a computation shows that

z>h′′(u)A(u)z =
1

2
(1− δ)(z2

1 + z2
2) +

1

2
(1 + δ)(z1 + z2)2 ≥ 1

2
(1− δ)|z|2,

for z ∈ R2. We infer that Hypotheses (H4)–(H5) are fulfilled.
An entropy-dissipating finite-volume scheme, based on a two-point approximation with

upwind mobilities, was already suggested and analyzed in [1] using similar techniques as
in our paper. However, our analysis allows us to recast this model in a more general
framework.

3.4. A Keller–Segel system with additional cross-diffusion. It is well known that
the parabolic-parabolic Keller–Segel model may lead to finite-time blow-up of weak solu-
tions [6]. Adding cross-diffusion in the equation for the chemical signal allows for global
weak solutions, which may help to approximate the Keller–Segel system close to the blow-
up time. The evolution of the cell density u1 and the chemical concentration u2 is governed
by equations (1) in two space dimensions with f1(u) = 0 and f2(u) = u1−u2 and with the
diffusion matrix (take m = 2 and n = 1 in [9])

A(u) =

(
2u1 −u1

δ 1

)
,

where δ > 0 describes the strength of cross-diffusion (and can be arbitrarily small). The
associated entropy density given by

h(u) = h1(u1) + h2(u2) =
(
u1(log u1 − 1) + 1

)
+

1

2δ
u2

2
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does not satisfy Hypothesis (H4), since h′2 : (0,∞) → R, h′2(u2) = u2/δ, is not invertible,
but it satisfies Hypothesis (H5):

z>h′′(u)A(u) = 2z2
1 + δ−1z2

2 ≥ min{2, δ−1}|z|2 for z ∈ R2.

Hypothesis (H6) is satisfied since the elementary inequalities u1 log u2 ≤ u1 log u1−u1 +u2

for u1, u2 > 0 and −u2 log u2 ≤ e−1 imply that f2(u) log u2 ≤ C(1 + h(u)). Although,
formally, we cannot apply the results of the previous section, the technique still applies by
defining h′2 as a function from R to R. We note that u2 cannot be proven to be nonnegative,
even not on the continuous level. However, the concentration u2 becomes nonnegative in
the limit δ → 0.

4. Proof of Theorem 1

We prove Theorem 1 by induction. If k = 0, we have u0
i,K ≥ 0 for all K ∈ T , i = 1, . . . , n

by assumption (H3). Assume that there exists a solution uk−1 to (10)–(12) satisfying
uk−1
i,K ≥ 0 for K ∈ T , i = 1, . . . , n. The construction of uk is split into several steps.
Step 1: Definition of a linearized problem. Let R > 0 and ε > 0. We define the set

ZR =
{
w = (w1, . . . , wn) ∈ Hn

T : ‖wi‖1,2,T < R for i = 1, . . . , n
}
,

and the mapping Fε : ZR → Rnθ, Fε(w) = wε, with θ = #T and wε = (wε1, . . . , w
ε
n) is the

solution to the linear problem

(22) ε
∑

σ∈EK

τσDK,σw
ε
i − εm(K)wεi,K =

m(K)

∆t
(ui,K − uk−1

i,K ) +
∑

σ∈EK

Fi,K,σ −m(K)fi(uK),

for K ∈ T and i = 1, . . . , n, where Fi,K,σ is defined in in (11) and ui,K = (h′i)
−1(wi,K) > 0

is a function of w. The existence of a unique solution wε to this problem is a consequence
of the proof of [16, Lemma 9.2].

Step 2: Continuity of Fε. We fix i ∈ {1, . . . , n}, multiply (22) by wεi,K , sum over K ∈ T ,
and apply discrete integration by parts:

ε‖wεi ‖2
1,2,T = −

∑

K∈T

m(K)

∆t
(ui,K − uk−1

i,K )wεi,K +
∑

σ∈Eint
σ=K|L

Fi,K,σDK,σw
ε
i

+
∑

K∈T

m(K)fi(uK)wεi,K =: J1 + J2 + J3.(23)

By the Cauchy–Schwarz inequality and definition (11) of Fi,K,σ, we find that

J1 ≤
1

∆t
‖ui − uk−1

i ‖0,2,T ‖wεi ‖0,2,T ,

J2 ≤
( n∑

j=1

∑

σ∈E

τσAij(uσ)(Dσuj)
2

)1/2(∑

σ∈E

τσ(Dσw
ε
i )

2

)1/2

,

J3 ≤ ‖fi(u)‖0,2,T ‖wεi ‖0,2,T .
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Since w ∈ ZR is bounded, so does u ∈ Hn
T . Thus, there exists a constant C(R) > 0

independent of wε such that Ji ≤ C(R)‖wεi ‖1,2,T . We deduce from (23) that

ε‖wεi ‖1,2,T ≤ C(R).

We now turn to the proof of continuity of Fε. Let (wm)m∈N ∈ ZR be such that wm → w
as m → ∞. The previous bound shows that wε,m = Fε(w

m) is uniformly bounded. By
the theorem of Bolzano–Weierstraß, there exists a subsequence of (wε,m), which is not
relabeled, such that wε,m → wε as m→∞. Passing to the limit in scheme (22) and taking
into account the continuity of the nonlinear functions, we see that wεi is a solution to (22)
for all i = 1, . . . , n, and it holds that wε = Fε(w). Because of the uniqueness of the limit
function, the whole sequence converges, which proves the continuity.

Step 3: Existence of a fixed point. We claim that Fε admits a fixed point. We use a
topological degree argument [15, Chap. 1], i.e., we prove that deg(I−Fε, ZR, 0) = 1, where
deg is the Brouwer topological degree. Since deg is invariant by homotopy, it is sufficient
to prove that any solution (wε, ρ) ∈ ZR × [0, 1] to the fixed-point equation wε = ρFε(w

ε)
satisfies (wε, ρ) 6∈ ∂ZR × [0, 1] for sufficiently large values of R > 0. Let (wε, ρ) be a fixed
point and ρ 6= 0 (the case ρ = 0 is clear). Then wε solves

(24) ε
∑

σ∈EK

τσDK,σw
ε
i−εm(K)wεi,K = ρ

(
m(K)

∆t
(uεi,K−uk−1

i,K )+
∑

σ∈EK

F εi,K,σ−m(K)fi(u
ε
i,K)

)
,

for all K ∈ T and i = 1, . . . , n, where uεi,K = (h′i)
−1(wεi,K) > 0 and F εi,K,σ is defined as in

(11) with u replaced by uε. The following discrete entropy inequality is the key argument.

Lemma 5 (Discrete entropy inequality). Let the assumptions of Theorem 1 hold, let 0 <
ρ ≤ 1, ε > 0, and let uε be a solution to (24). Then

ρ(1− Cf∆t)H[uε] + ε∆t
n∑

i=1

‖wεi ‖2
1,2,T

+ ρcA∆t
n∑

i=1

∑

σ∈E

τσ(Dσu
ε
i )

2 ≤ ρH[uk−1] + ρCf∆tm(Ω).(25)

Proof. We multiply (24) by ∆twεi,K and sum over i = 1, . . . , n and K ∈ T . Then, after a
discrete integration by parts,

ε∆t
n∑

i=1

‖wεi ‖2
1,2,T + J4 + J5 + J6 = 0, where

J4 = ρ

n∑

i=1

∑

K∈T

m(K)(uεi,K − uk−1
i,K )wεi,K ,

J5 = ρ∆t
n∑

i,j=1

∑

σ∈Eint
σ=K|L

τσAij(u
ε
σ)DK,σu

ε
jDK,σw

ε
i ,
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J6 = ρ∆t
n∑

i=1

∑

K∈T

m(K)fi(u
ε
K)wεi,K .

Since hi is assumed to be convex, we have

J4 = ρ

n∑

i=1

∑

K∈T

m(K)(uεi,K − uk−1
i,K )h′i(u

ε
i,K)

≥ ρ
n∑

i=1

∑

K∈T

m(K)
(
hi(u

ε
i,K)− hi(uk−1

i,K )
)

= ρ
(
H[uε]−H[uk−1]

)
.

We deduce from wεi = h′i(u
ε
i ), the discrete chain rule (13), and Hypothesis (H5) that

J5 = ρ∆t
n∑

i,j=1

∑

σ∈Eint
σ=K|L

τσAij(u
ε
σ)DK,σ(uεj)Dh

′
i(u

ε
i )

= ρ∆t
n∑

i,j=1

∑

σ∈Eint
σ=K|L

τσh
′′
i (u

ε
i,σ)Aij(u

ε
σ)DK,σu

ε
iDK,σu

ε
j

≥ ρcA∆t
n∑

i=1

∑

σ∈E

τσ(Dσu
ε
i )

2.

Finally, by Hypothesis (H6),

J6 ≥ −ρCf∆t
∑

K∈T

m(K)(1 + h(uεK)) = −ρCf∆tH[uε]− ρCf∆tm(Ω).

This completes the proof. �

We proceed with the topological degree argument. Set

R =
1√
ε∆t

(
H[uk−1] + Cf∆tm(Ω)

)1/2
+ 1.

The previous lemma implies that

ε∆t
n∑

i=1

‖wεi ‖2
1,2,T ≤ ρ

(
H[uk−1] + Cf∆tm(Ω)

)
≤ ε∆t(R− 1)2,

which gives
∑n

i=1 ‖wεi ‖2
1,2,T < R2. We conclude that wε 6∈ ∂ZR and deg(I − Fε, ZR, 0) = 1.

Thus, Fε admits at least one fixed point.
Step 4: Limit ε→ 0. We deduce from Hypothesis (H4), Lemma 5, and ∆t < 1/Cf that

for any K ∈ T and i = 1, . . . , n,

ch m(K)(uεi,K − 1) ≤ m(K)hi(u
ε
i,K) ≤ H[uε] ≤ H[uk−1] + Cf∆tm(Ω)

1− Cf∆t
.

This shows that (uεi,K) is bounded uniformly in ε. Therefore, there exists a subsequence
(not relabeled) such that uεi,K → ui,K as ε → 0. Lemma 5 implies the existence of a
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subsequence such that εwεi,K → 0. Hence, performing the limit ε → 0 in (24), we deduce
the existence of a solution to (9)–(12). Passing to the limit ε→ 0 in (25) yields the entropy
inequality (16), which finishes the proof of Theorem 1.

Remark 6. If we assume that (18) holds then, arguing as for J5 in the proof of Lemma 5,
we obtain an additional term of the form

ρc′A∆t
n∑

i=1

∑

σ∈E

τσ
(Dσu

ε
i )

2

uεi,σ
.

This expression is well defined since it holds that uεi,K > 0 for allK ∈ T and i = 1, . . . , n and
consequently uεi,σ > 0. We deduce from the elementary inequality (x− y)(log x− log y) ≥
4(
√
x−√y)2 for all x, y > 0 that

ρc′A∆t
n∑

i=1

∑

σ∈E

τσ
(Dσu

ε
i )

2

uεi,σ
≥ 4ρc′A∆t

n∑

i=1

∑

σ∈E

τσ
(
Dσ(uεi )

1/2
)2
.

Thus, if assumption (18) holds, we conclude that for every ε > 0,

ρ(1− Cf∆t)H[uε] + ε∆t
n∑

i=1

‖wεi ‖2
1,2,T + ρcA∆t

n∑

i=1

∑

σ∈E

τσ(Dσu
ε
i )

2

+ 4ρc′A∆t
n∑

i=1

∑

σ∈E

τσ
(
Dσ(uεi )

1/2
)2 ≤ ρH[uk−1] + ρCf∆tm(Ω).

Finally, applying similar arguments as at the end of the proof of Theorem 1 and since the
relative entropy H[·|ū] distinguishes from the entropy (15) only by linear terms, we obtain
the entropy inequality (17).

5. A priori estimates

We establish some a priori estimates uniform in ∆x and ∆t for the solutions to (9)–(12).

Lemma 7 (Discrete space estimates). Let the assumptions of Theorem 1 hold and let
∆t < 1/Cf . Then there exists a constant C > 0 independent of ∆x and ∆t such that for
i = 1, . . . , n,

max
k=1,...,NT

‖uki ‖0,1,T +

NT∑

k=1

∆t‖uki ‖2
1,2,T +

NT∑

k=1

∆t‖uki ‖3
0,3,T ≤ C.

Proof. Let i ∈ {1, . . . , n} be fixed. After summing (16) over K ∈ T and applying the
discrete Gronwall inequality, Hypothesis (H4) shows that

max
k=1,...,NT

‖uki ‖0,1,T +

NT∑

k=1

∆t|uki |21,2,T ≤ C.
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By the discrete Poincaré–Wirtinger inequality [5, Theorem 3.6], we infer the bound

NT∑

k=1

∆t‖uki ‖2
0,2,T ≤ C.

Consequently,
∑NT

k=1 ∆t‖uki ‖2
1,2,T ≤ C. In order to show the remaining bound, we apply

the discrete Gagliardo–Nirenberg inequality with θ = 2/3 [5, Theorem 3.4]:

‖uki ‖0,3,T ≤ Cζ−θ/2‖uki ‖θ1,2,T ‖uki ‖1−θ
0,1,T ≤ Cζ−1/3

(
max

`=1,...,NT
‖u`i‖1/3

0,1,T

)
‖uki ‖2/3

1,2,T .

Summing over k = 1, . . . , NT gives

NT∑

k=1

∆t‖uki ‖3
0,3,T ≤ Cζ−1 max

`=1,...,NT
‖u`i‖0,1,T

NT∑

k=1

∆t‖uki ‖2
1,2,T ≤ C.

This ends the proof. �

The the previous proof, we use the fact that the domain Ω is two-dimensional. We can
derive a uniform estimate for uki in L8/3(ΩT ) in three-dimensional domains. This bound is
sufficient subject to an adaption of the space for the following estimate. Let the discrete
time derivative of a function v ∈ HT ,∆t be given by

∂∆t
t vk =

vk − vk−1

∆t
, k = 1, . . . , NT .

Lemma 8 (Discrete time estimate). Let the assumptions of Theorem 1 hold and let ∆t <
1/Cf . Then there exists a constant C > 0 independent of ∆x and ∆t such that for i =
1, . . . , n,

NT∑

k=1

∆t‖∂∆t
t uki ‖−1,6/5,T ≤ C.

Proof. Let k ∈ {1, . . . , NT} and i ∈ {1, . . . , n} be fixed and let φ ∈ HT be such that
‖φ‖1,6,T = 1. We multiply (10) by φK , sum over K ∈ T , and apply discrete integration by
parts:

∑

K∈T

m(K)
uki,K − uk−1

i,K

∆t
φK = −

n∑

j=1

∑

σ∈Eint
σ=K|L

τσAij(u
k
σ)DK,σu

k
jDK,σφ+

∑

K∈T

m(K)fi(u
k
K)φK

= J7 + J8.(26)

The Hölder inequality and definition of τσ imply that

(27) |J7| ≤
n∑

j=1

( ∑

σ∈Eint
σ=K|L

m(σ)dσ|Aij(ukσ)|3
)1/3

|ukj |1,2,T |φ|1,6,T .
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If uki,K 6= uki,K,σ, we have uki,σ = ũki,σ and ũki,σ solves (13). Then Hypothesis (H4) implies

(14) and in particular 0 ≤ uki,σ ≤ uki,K +uki,L. By Hypothesis (H5), the diffusion coefficients
Aij grow at most linearly. Consequently, for σ = K|L,

|Aij(ukσ)|3 ≤ C

n∑

`=1

(
1 + |uk`,K |3 + |uk`,L|3

)
.

Hence, taking into account the mesh regularity (8),
∑

σ∈Eint
σ=K|L

m(σ)dσ|Aij(ukσ)|3 ≤ C
∑

K∈T

(1 + |uki,K |3)
∑

σ∈Eint,K

m(σ)ζ−1d(xK , σ).

Using the property [17, (1.10)]
∑

K∈T

∑

σ∈Eint,K

m(σ)d(xK , σ) ≤ 2
∑

K∈T

m(K) = 2 m(Ω)

(the constant on the right-hand side slightly changes in three space dimensions), we con-
clude from (27) that

|J7| ≤ Cζ−1

(
1 +

n∑

j=1

‖ukj‖3
0,3,T

)1/3 n∑

j=1

|ukj |1,2,T |φ|1,6,T .

Next, in view of Hypothesis (H6),

|J8| ≤
∑

K∈T

m(K)|fi(ukK)| |φK | ≤ C ′f

(
‖φ‖0,1,T +

n∑

i=1

‖(uki )2φ‖0,1,T

)
.

We apply Hölder’s inequality to conclude that there exists a constant C > 0 independent
of ∆x and ∆t such that

|J8| ≤ C

(
‖φ‖0,6,T +

n∑

i=1

‖uki ‖2
0,3,T ‖φ‖0,3,T

)
.

Moreover, thanks to the discrete Poincaré-Sobolev inequality obtained in [5, Theorem 3],
we have ‖φ‖0,3,T ≤ Cζ−5/6‖φ‖1,6,T , which implies the existence of a constant, still denoted
by C > 0, such that

|J8| ≤ C

(
1 +

n∑

i=1

‖uki ‖2
0,3,T

)
‖φ‖1,6,T .

Inserting the estimates for J7 and J8 into (26) and using Lemma 7 gives

NT∑

k=1

∆t

∥∥∥∥
uki − uk−1

i

∆t

∥∥∥∥
−1,6/5,T

= sup
‖φ‖1,6,T =1

NT∑

k=1

∆t

∣∣∣∣
∑

K∈T

m(K)
uki − uk−1

i

∆t
φK

∣∣∣∣

≤ C

( NT∑

k=1

∆t

(
1 +

n∑

j=1

‖ukj‖3
0,3,T

))1/3( NT∑

k=1

∆t
n∑

j=1

‖ukj‖2
1,2,T

)1/2
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+ CT + C

n∑

i=1

NT∑

k=1

∆t‖uki ‖2
0,3,T

≤ C

( NT∑

k=1

∆t

(
1 +

n∑

j=1

‖ukj‖3
0,3,T

))1/3( NT∑

k=1

∆t
n∑

j=1

‖ukj‖2
1,2,T

)1/2

+ CT + CT 1/3

n∑

i=1

( NT∑

k=1

∆t‖uki ‖3
0,3,T

)2/3

≤ C.

This concludes the proof. �

6. proof of Theorem 2

Before we prove the theorem, we show some compactness properties.

6.1. Compactness properties. Let (Dm)m∈N be a sequence of admissible meshes of ΩT

satisfying the mesh regularity (8) uniformly in m ∈ N and let ∆tm < 1/Cf . We claim
that the estimates from Lemmas 7 and 8 imply the strong convergence of a subsequence
of (ui,m).

Proposition 9 (Strong convergence). Let the assumptions of Theorem 2 hold and let
(um)m∈N be a sequence of discrete solutions to (9)–(12) constructed in Theorem 1. Then
there exists a subsequence of (um), which is not relabeled, and u = (u1, . . . , un) ∈ L3(ΩT )
such that for any p < 3 and i = 1, . . . , n,

ui,m → ui strongly in Lp(ΩT ) as m→∞.
Proof. The idea is to apply the discrete version of the Aubin–Lions lemma obtained in [21,
Theorem 3.4]. Because of the estimates

NT∑

k=1

∆t‖uki ‖2
1,2,T +

NT∑

k=1

∆t‖∂∆t
t uki ‖−1,6/5,T ≤ C,

it remains to show that the discrete norms ‖ · ‖1,2,T and ‖ · ‖−1,6/5,T verify the following
assumptions:

(1) For any sequence (vm)m∈N ⊂ HTm such that there exists C > 0 with ‖vm‖1,2,Tm ≤ C
for all m ∈ N, there exists v ∈ L2(Ω) satisfying, up to a subsequence, vm → v
strongly in L2(Ω).

(2) If vm → v strongly in L2(Ω) and ‖vm‖−1,6/5,Tm → 0 as m→∞, then v = 0.

Property (1) is a direct consequence of [17, Lemma 5.6]. For property (2), let φ ∈ C∞0 (Ω)
and set φK = φ(xK) for K ∈ Tm and

φm(x) =
∑

K∈Tm

φK1K(x), x ∈ Ω.
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Then φm ∈ HTm and, in view of the definition of ‖ · ‖1,6,Tm ,

‖φ‖6
1,6,Tm ≤ m(Ω)‖φ‖6

∞ + ‖∇φ‖6
L∞(Ω)

∑

K∈T

∑

σ∈Eint,K

m(σ)dσ.

Hence, using [17, (1.10)] this implies that ‖φm‖1,6,Tm ≤ C(ζ,Ω)‖φ‖W 1,∞(Ω) and conse-
quently,

(28)

∣∣∣∣
∫

Ω

vm(x)φm(x)dx

∣∣∣∣ ≤ C(Ω, ζ)‖vm‖−1,6/5,Tm‖φ‖W 1,∞(Ω).

Now, if we assume that vm → v strongly in L2(Ω) as m→∞, we have∫

Ω

vm(x)φm(x)dx→
∫

Ω

v(v)φ(x)dx,

since also φm → φ strongly in L2(Ω). Hence, if ‖vm‖−1,6/5,Tm → 0, we deduce from (28)
that

∫
Ω
v(x)φ(x)dx = 0, which yields v = 0. This proves property (2).

We conclude from [21, Theorem 3.4] that, up to a subsequence, um → u strongly in
L1(0, T ;L2(Ω)). Then the uniform L3(ΩT ) bound obtained in Lemma 7 and the dominated
convergence theorem show that um → u strongly in Lp(ΩT ) for any p < 3. �

Lemma 10 (Convergence of the gradient). Under the assumptions of Proposition 9, there
exists a subsequence of (um)m∈N such that, as m→∞,

∇mui,m ⇀ ∇ui weakly in L2(ΩT ), i = 1, . . . , n,

where ∇m is defined in Section 2.3.

Proof. Lemma 7 implies that (∇mui,m) is bounded in L2(ΩT ). Thus, for a subsequence,
∇mui,m ⇀ vi weakly in ΩT as m→∞. It is shown in [10, Lemma 4.4] that vi = ∇ui. �

6.2. Convergence of the scheme. To finish the proof of Theorem 2, we need to show
that the function u obtained in Proposition 9 is a weak solution to (1) and (4). To this
end, we follow the strategy of [10]. Let i ∈ {1, . . . , n} be fixed, let ψi ∈ C∞0 (Ω× [0, T )) be
given, and let ηm = max{∆xm,∆tm} be sufficiently small such that supp(ψi) ⊂ {x ∈ Ω :
d(x, ∂Ω) > ηm} × [0, T ). For the limit, we introduce the following notation:

Fm
10 = −

∫ T

0

∫

Ω

ui,m∂tψidxdt−
∫

Ω

ui,m(x, 0)ψi(x, 0)dx,

Fm
20 =

n∑

j=1

∫ T

0

∫

Ω

Aij(um)∇muj,m · ∇ψidxdt,

Fm
30 = −

∫ T

0

∫

Ω

fi(um)ψidxdt.

The convergence results of Proposition 9 and Lemma 10, the continuity of Aij and fi, and
the assumption on the initial data show that, as m→∞,

Fm
10 + Fm

20 + Fm
30 → −

∫ T

0

∫

Ω

ui∂tψidxdt−
∫

Ω

u0
i (x)ψi(x, 0)dx
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+
n∑

j=1

∫ T

0

∫

Ω

Aij(u)∇uj · ∇ψidxdt−
∫ T

0

∫

Ω

fi(u)ψidxdt.

We proceed with the limit m → ∞ in scheme (10). For this, we set ψki,K := ψi(xK , tk),

multiply (10) by ∆tmψ
k−1
i,K , and sum over K ∈ Tm and i = 1, . . . , n, leading to

Fm
1 + Fm

2 + Fm
3 = 0, where(29)

Fm
1 =

NT∑

k=1

∑

K∈T

m(K)
(
uki,K − uk−1

i,K

)
ψk−1
i,K ,

Fm
2 = −

n∑

j=1

NT∑

k=1

∆tm
∑

K∈T

∑

σ∈Eint,K

τσAij(u
k
σ)DK,σu

k
jψ

k−1
i,K ,

Fm
3 = −

NT∑

k=1

∆tm
∑

K∈T

m(K)fi(u
k
K)ψk−1

i,K .

The aim is to show that Fm
j0 − Fm

j → 0 as m → ∞ for j = 1, 2, 3. Then (29) shows that
Fm

10 + Fm
20 + Fm

30 → 0, which finishes the proof.
It is proved in [10, Theorem 5.2], using the L1(ΩT ) bound for um and the regularity of

φ, that Fm
10 − Fm

1 → 0. Furthermore,

|Fm
30 − Fm

3 | ≤
∣∣∣∣
NT∑

k=1

∑

K∈T

fi(u
k
K)

∫

K

∫ tk

tk−1

(
ψk−1
i,K − ψi(x, t)

)
dxdt

∣∣∣∣

≤ ηm‖ψi‖C1(ΩT )

( NT∑

k=1

∆tm
∑

K∈T

m(K)|fi(ukK)|
)
.

We deduce from the growth condition for fi in Hypothesis (H6) and Lemma 7 that

|Fm
30 − Fm

3 | ≤ Cηm‖ψi‖C1(ΩT )

(
T m(Ω) +

n∑

j=1

NT∑

k=1

∆tm‖ukj‖2
0,2,Tm

)
≤ Cηm → 0.

The proof of Fm
20 −Fm

2 → 0 is more involved. First, we apply discrete integration by parts
and split Fm

2 = Fm
21 + Fm

22 into two parts with

Fm
21 =

n∑

j=1

NT∑

k=1

∆tm
∑

K∈T

∑

σ∈Eint,K

τσAij(u
k
K)DK,σu

k
jDK,σψ

k−1
i ,

Fm
22 =

n∑

j=1

NT∑

k=1

∆tm
∑

K∈T

∑

σ∈Eint,K

τσ
(
Aij(u

k
σ)− Aij(ukK)

)
DK,σu

k
jDK,σψ

k−1
i .
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The definition of the discrete gradient ∇m in Section 2.3 gives

|Fm
20 − Fm

21 | ≤
n∑

j=1

NT∑

k=1

∑

K∈T

∑

σ∈Eint,K

m(σ)|Aij(ukK)||DK,σu
k
j |

×
∣∣∣∣
∫ tk

tk−1

(
DK,σψ

k−1
i

dσ
− 1

m(TK,σ)

∫

TK,σ

∇ψi · νK,σdx
)
dt

∣∣∣∣.

It is shown in the proof of [10, Theorem 5.1] that there exists a constant C0 > 0 such that
∣∣∣∣
∫ tk

tk−1

(
DK,σψ

k−1
i

dσ
− 1

m(TK,σ)

∫

TK,σ

∇ψi · νK,σdx
)
dt

∣∣∣∣ ≤ C0∆tmηm.

Hence, by the Cauchy–Schwarz inequality,

|Fm
20 − Fm

21 | ≤ C0ηm

n∑

j=1

NT∑

k=1

∆tm
∑

K∈T

∑

σ∈Eint,K

m(σ)|Aij(ukK)| |DK,σu
k
j |

≤ C0ηm

n∑

j=1

NT∑

k=1

∆tm‖ukj‖1,2,Tm

(∑

K∈T

|Aij(ukK)|2
∑

σ∈Eint,K

m(σ)dσ

)1/2

.

It follows from the mesh regularity (8) and [17, (1.10)] that
∑

σ∈Eint,K

m(σ)dσ ≤ ζ−1
∑

σ∈Eint,K

m(σ)d(xK , σ) ≤ 2ζ−1 m(K).

Therefore, applying the Cauchy–Schwarz inequality again, we obtain

|Fm
20 − Fm

21 | ≤ C(ζ)ηm

n∑

j=1

NT∑

k=1

∆tm‖ukj‖1,2,Tm

(∑

K∈T

m(K)|Aij(ukK)|2
)1/2

≤ C(ζ)ηm

( n∑

j=1

NT∑

k=1

∆tm‖ukj‖2
1,2,Tm

)1/2( n∑

j=1

NT∑

k=1

∆tm‖Aij(uk)‖2
0,2,Tm

)1/2

.

Since Aij(u
k) grows at most linearly,

|Fm
20 − Fm

21 | ≤ C(ζ)ηm

( n∑

j=1

NT∑

k=1

∆tm‖ukj‖2
1,2,Tm

)1/2( n∑

j=1

NT∑

k=1

∆tm
(
1 + ‖ukj‖2

0,2,Tm

))1/2

.

(Here, we see that the L8/3(ΩT ) estimate of uki for three-dimensional domains is sufficient.)
The uniform estimates in Lemma 7 then imply that |Fm

20 −Fm
2 | ≤ C(ζ)ηm → 0 as m→∞.

Finally, we estimate Fm
22 according to

|Fm
22 | ≤ Cηm‖ψi‖C1(ΩT )G

m, where(30)

Gm =
n∑

j=1

NT∑

k=1

∆tm
∑

K∈T

∑

σ∈Eint,K

τσ|Aij(ukσ)− Aij(ukK)| |DK,σu
k
j |.
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Since Aij is assumed to be Lipschitz continuous in Hypothesis (H5) and ukm,i,σ ≤ ukm,i,K +

ukm,i,L for σ ∈ Eint (see (14)), we deduce from the Cauchy–Schwarz inequality that

Gm ≤ C

n∑

j,`=1

NT∑

k=1

∆tm
∑

K∈T

∑

σ∈Eint,K

τσ|uk`,σ − uk`,K | |DK,σu
k
j |

≤ C

( n∑

`=1

NT∑

k=1

∆tm
∑

σ∈E

τσ(Dσu
k
` )

2

)1/2( n∑

j=1

NT∑

k=1

∆tm
∑

σ∈E

τσ(Dσu
k
j )

2

)1/2

.

By Lemma 7, the right-hand side is bounded uniformly in m. Thus, we infer from (30)
that |Fm

22 | ≤ Cηm → 0 and eventually, |Fm
20 − Fm

2 | ≤ |Fm
20 − Fm

21 |+ |Fm
22 | → 0. This finishes

the proof.

7. Proof of Theorem 3

We see from scheme (10) after summation over K ∈ T that uki and u0
i have the same

mass and hence, ‖uki ‖0,1,T = ūi for i = 1, . . . , n. Summing the entropy inequality (16) with
Cf = 0 over k ≥ 1 gives

cA∆t
∞∑

k=1

n∑

i=1

|uki |21,2,T = cA∆t
∞∑

k=1

n∑

i=1

∑

σ∈E

τσ(Dσu
k
i )

2 ≤ H[u0].

This shows that the sequence k 7→ ∑n
i=1 |uki |21,2,T converges to zero as k → ∞. The first

statement of the theorem then follows from the discrete Poincaré–Wirtinger inequality [5,
Theorem 3.6],

‖uki − ūi‖0,2,T ≤ C1ζ
−1/2|uki |1,2,T → 0 k →∞.

For the second statement, we deduce from the modified entropy inequality (17) that

H[uk|ū] + 4c′A∆t
n∑

i=1

∑

σ∈E

τσ(Dσ(uki )
1/2)2 ≤ H[uk−1|ū].

By the discrete logarithmic Sobolev inequality [7, Prop. 5.3],

H[uk|ū] ≤ C2(u0)ζ−2

n∑

i=1

∑

σ∈E

τσ(Dσ(uki )
1/2)2,

we find that (
1 +

4c′Aζ
2

C2(u0)
∆t

)
H[uk|ū] ≤ H[uk−1|ū].

Setting λ = 4c′Aζ
2/C2(u0) and solving the recursion yields

H[uk|ū] ≤ (1 + λ∆t)−kH[u0|ū] ≤ (1 + λtk/k)−kH[u0|ū] ≤ e−λtkH[u0|ū].

Finally, we apply the discrete Csiszár–Kullback–Pinsker inequality
n∑

i=1

πi‖uki − ūi‖2
0,1,T ≤ C3H[uk|ū],
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where C3 = 2 maxi=1,...,n ūi. The proof of this inequality follows exactly the proof of [27,
Theorem A.3] (just replace integration over Ω by summation over K). This finishes the
proof.

8. Numerical results

We present in this section some numerical experiments for the SKT model (1)–(4) in one
and two space dimensions and for two and three species. For the two-species SKT model,
some of our test cases are inspired by [19, 22].

8.1. Implementation of the scheme. The finite-volume scheme (9)–(12) is implemented
in MATLAB. Since the numerical scheme is implicit in time, we have to solve a nonlinear
system of equations at each time step. In the one-dimensional case, we use Newton’s
method. Starting from uk−1 = (uk−1

1 , uk−1
2 ), we apply a Newton method with precision

ε = 10−10 to approximate the solution to the scheme at time step k. In the two-dimensional
case, we use a Newton method complemented by an adaptive time-stepping strategy to
approximate the solution of the scheme at time tk. More precisely, starting again from
uk−1 = (uk−1

1 , uk−1
2 ), we launch a Newton method. If the method does not converge with

precision ε = 10−8 after at most 50 steps, we halve the time step size and restart the
Newton method. At the beginning of each time step, we double the previous time step
size. Moreover, we impose the condition 10−8 ≤ ∆tk−1 ≤ 10−2 with an initial time step
size ∆t0 = 10−5.

8.2. Test case 1: Rate of convergence in space. In this section, we illustrate the
order of convergence in space for the two-species SKT model in one space dimension with
Ω = (−π, π). We choose the coefficients ai0 = 0.05 and aii = 2.5 · 10−5 for i = 1, 2,
a12 = 1.025 and a21 = 0.075. We take rather stiff values of the Lotka–Volterra constants
as in [22, Section 3.3], b10 = 59.7, b20 = 49.75, b11 = 24.875, and b12 = b21 = b22 = 19.9.
Finally, we impose the initial datum

u0
1(x, y) = 2 + 0.31f(x− 0.25) + 0.31f(x− 0.75), u0

2(x, y) = 0.5,

where f(x) = max{1− 82x2, 0}.
Since exact solutions to the SKT model are not explicitly known, we compute a reference
solution on a uniform mesh composed of 5120 cells and with ∆t = (1/5120)2. We use
this rather small value of ∆t because the Euler discretization in time exhibits a first-order
convergence rate, while we expect, as observed for instance in [8], a second-order conver-
gence rate in space for scheme (9)-(12), due to the logarithmic mean used to approximate
the mobility coefficients in the numerical fluxes. We compute approximate solutions on
uniform meshes made of 40, 80, 160, 320, 640, and 1280 cells, respectively. In Table 1,
we present the L2(Ω) norm of the difference between the approximate solutions and the
average of the reference solution uref at the final time T = 10−3. As expected, we observe
a second-order convergence rate in space.
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cells
u1 u2

L2 error order L2 error order
40 8.2518e-04 2.6979e-05
80 2.1542e-04 1.94 1.2174e-05 1.15
160 5.5456e-05 1.96 4.2493e-06 1.52
320 1.3889e-05 2.00 1.0963e-06 1.95
640 3.4352e-06 2.02 2.7278e-07 2.01
1280 8.1811e-07 2.07 6.5056e-08 2.07

Table 1. L2(Ω) norm of the difference ui − uref,i in space at final time T = 10−3.

8.3. Test case 2: Pattern formation. We illustrate the formation of spatial pattern
exhibited by the two-species SKT model in the two-dimensional domain Ω = (0, 1)2 with a
mesh composed of 3584 triangles. The diffusion and Lotka–Volterra coefficients are chosen
as in test case 1. For these values, the stable equilibrium for the Lotka–Volterra ODE
system is given by u∗ = (2, 0.5) (see, e.g., [34]). The initial datum is a perturbation of the
constant equilibrium:

u0
1(x, y) = 2 + 0.31g(x− 0.25, y − 0.25) + 0.3g(x− 0.75, y − 0.75), u0

2(x, y) = 0.5,

where g(x, y) = max{1− 82x2 − 82y2, 0}.(31)

In Figure 1, we show the evolution of the densities u1 and u2 at different times. At time
t = 0.5, the solution (u1, u2) seems to converge towards the constant equilibrium state
u∗. However, due to the cross-diffusion terms, we observe after this transient time the
formation of spatial patterns, which indicate that the state (2, 0.5) is unstable for the PDE
system.

Indeed, it is proved in [34, Theorem 3.1] that the constant linearly stable equilibrium
u∗ for the Lotka–Volterra system is unstable for the SKT model if certain conditions are
satisfied. To this end, we introduce the matrices

D∗ =

(
a10 + 2a11u

∗
1 + a12u

∗
2 a12u

∗
1

a21u
∗
2 a20 + a21u

∗
1 + 2a22u

∗
2

)
, J∗ = ∇uf(u∗).

The conditions are as follows: (i) trace(D∗) > 0, (ii) det(D∗) > 0, (iii) det(D∗)+det(J∗) >
0, (iv) there exists at least one positive eigenvalue µ of the Neumann problem −∆v = µv
in Ω, ∇v · ν = 0 on ∂Ω such that 0 < k− ≤ µ ≤ k+, where k± are the solutions to the
quadratic equation

det(D∗)k2 + (det(J∗) + det(D∗))k + det(J∗) = 0.

With our chosen values, we have trace(J∗) ≈ −59.7 < 0, det(J∗) ≈ 99.0025 > 0 (this
implies that u∗ is stable for the Lotka–Volterra system) and trace(D∗) ≈ 0.7626 > 0,
det(D∗) ≈ 0.00357 > 0. The eigenvalues of the Neumann problem on (0, 1)2 are given by
µp = (p1π)2 + (p2

2π)2 for p = (p1, p2) ∈ N2 [23, Section 3.1]. A computation shows that
k+ ≈ 129.82 and k− ≈ 1. The assumptions of [34, Theorem 3.1] are satisfied and therefore,
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u∗ is an unstable equilibrium for the SKT model. Moreover, because of

b10

b11

<
b20

b21

and
b20

b22

<
b10

b12

,

the two species coexist [31, Section 6.2]. These theoretical results confirm our numerical
outcome.

8.4. Test case 3: Spatial niche and repulsive potential. In this section, we consider
the two-species SKT model with environmental potential, i.e., we add to equation (1) a
smooth function φ(x),

∂tui − div

( n∑

j=1

Aij(u)∇uj − diui∇φ
)

= fi(u) in Ω, t > 0, i = 1, . . . , n,

where di > 0 and Aij(u) is given by (2) for i, j = 1, . . . , n. We adapt the definition of the
finite-volume scheme (9)–(12) by defining the fluxes as

Fki,K,σ = −
( n∑

j=1

τσAij(u
k
σ)DK,σu

k
j − diuki,σDK,σφ

)
for K ∈ T , σ ∈ EK ,

where

φK =
1

m(K)

∫

K

φ(x) dx for K ∈ T .

By adapting the proof of Theorem 1, we obtain the following discrete entropy inequality:

(1−Cf∆t)H[uk] +
cA
2

∆t
n∑

i=1

∑

σ∈E

τσ(Dσu
k
i )

2

≤ H[uk−1] +
∆t

2cA

n∑

i=1

d2
i

∑

σ∈E

τσ(Dσφ)2 + Cf∆tm(Ω), k ≥ 1.

This estimate ensures the existence of a nonnegative solution to the scheme and its con-
vergence to the continuous model.

Now we consider a mesh of Ω = (0, 1)2 composed of 3584 triangles and choose the same
values for the diffusion and Lotka–Volterra constants as in Section 8.3. Furthermore, we
take d1 = d2 = 2 and the environmental potential

φ(x, y) = exp
(
− 2
(
(x− 0.5)2 + (y − 0.5)2

))
.

The inital data is defined according to

u0
1(x, y) = 2 + 0.31g(x− 0.25, y − 0.25) + 0.31g(x− 0.75, y − 0.75),

u0
2(x, y) = 0.5 + 0.2g(x− 0.5, y − 0.5),

where the function g is given by (31).
In Figure 2 we illustrate the creation of an ecological niche. We observe that species

2 creates a niche around the point (0.5, 0.5) to avoid extinction even when dominated by



26 A. JÜNGEL AND A. ZUREK

Figure 1. Test case 2: Evolution of the densities u1 (left column) and u2

(right column) at times t = 0.5, 1, 2 and 4 (from top to bottom).
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species 1. This figure can be seen as a two-dimensional variant of the numerical experiments
done in [22, Section 3.2, case I].

Figure 2. Test case 3: Density u1 (left) and u2 (right) at time t = 0.5.

8.5. Test case 4: Convergence to a constant steady state. In this last numerical
experiment, we illustrate Theorem 3. In particular, we consider the SKT model with
three species and without source terms. We choose the values a10 = 1, a20 = 5, a30 = 7,
a11 = a21 = a31 = 1, a12 = 3, a22 = 2, a32 = 1, a13 = 4, a23 = 4/3, a33 = 2, with π1 = 1,
π2 = 3 and π3 = 4 and the initial datum

u0
1(x, y) = 0.51(0.2,0.4)2(x, y),

u0
2(x, y) = 0.71(0.6,0.8)×(0.2,0.4)(x, y),

u0
3(x, y) = 1(0.4,0.6)×(0.6,0.8)(x, y).

In Figure 3, we present in semilogarithmic scale the behavior of the relative Boltzmann
entropy

H[uk|ū] =
n∑

i=1

∑

K∈T

m(K)πi

(
uki,K log

(
uki,K
ūi

)
+ ūi − uki,K

)
,

where ūi = m(Ω)−1
∫

Ω
u0
i (x) dx for i = 1, . . . , n, and the squared weighted L1 norm

n∑

i=1

πi‖uki − ūi‖2
0,1,T ,

versus time (with final time T = 1) for a mesh of Ω = (0, 1)2 composed of 3584 triangles.
As proved in Theorem 3, we observe an exponential convergence rate of the solutions to
the scheme towards the constant steady state.
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H[u(t)|ū]∑
i ||ui(t)− u∞i ||22

Figure 3. Test case 4: Evolution of the relative Boltzmann entropy and
the squared weighted L1 norm in semilogarithmic scale.

Appendix A. Computation of the constant Cf given by (21)

We claim that the Lotka–Volterra terms (3) satisfy Hypothesis (H6) with Cf given by
(21). For this, define g(s) = s(log s−1)+1 for s ≥ 0. Then, for u = (u1, . . . , un) ∈ (0,∞)n,
using −ui log ui ≤ e−1, we have

n∑

i=1

fi(u)πi log(ui) ≤
n∑

i=1

πibi0g(ui) +
n∑

i=1

πibi0ui −
n∑

i=1

πiui log(ui)
n∑

j=1

bijuj

≤ h(u) max
i=1,...,n

bi0 +
n∑

i=1

πibi0ui +
1

e

n∑

i=1

πi

n∑

j=1

bijuj.

Reordering the terms in the last sum yields
n∑

i=1

fi(u)πi log(ui) ≤ h(u) max
i=1,...,n

bi0 +
n∑

i=1

πiui

(
bi0 +

1

eπi

n∑

j=1

πjbji

)

≤ h(u) max
i=1,...,n

bi0 + max
i=1,...,n

(
bi0 +

1

eπi

n∑

j=1

πjbji

) n∑

i=1

πiui.

Now, we simply notice that the inequality s ≤ (1 + g(s))/ log 2 holds true for all s ≥ 0.
Then, for s =

∑n
i=1 πiui, we infer that

n∑

i=1

fi(u)πi log(ui) ≤ (1 + h(u)) max
i=1,...,n

bi0 +
1 + h(u)

log 2
max
i=1,...,n

(
bi0 +

1

eπi

n∑

j=1

πjbji

)

≤ 2

log 2
max
i=1,...,n

(
bi0 +

1

eπi

n∑

j=1

πjbji

)
(1 + h(u)) = Cf (1 + h(u)).

which shows the claim.
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