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Abstract. Some quantum fluid models are written as the Lagrangian flow of mass distributions
and their geometric properties are explored. The first modelincludes magnetic effects and leads,
via the Madelung transform, to the electromagnetic Schrödinger equation in the Madelung rep-
resentation. It is shown that the Madelung transform is a symplectic map between Hamiltonian
systems. The second model is obtained from the Euler-Lagrange equations with friction induced
from a quadratic dissipative potential. This model corresponds to the quantum Navier-Stokes
equations with density-dependent viscosity. The fact thatthis model possesses two different
energy-dissipation identities is explained by the definition of the Noether currents.

1. Introduction

This work is concerned with the derivation of known and new quantum fluid models using
a Lagrangian method on the space of mass distributions (or probability measures). The La-
grangian representation of the Schrödinger equation in the Madelung picture is well known in
the literature. In fact, Dirac presented already in 1933 theLagrangian approach as an alternative
formulation of the Hamiltonian theory in quantum mechanics. He expressed the Schrödinger
equation as a critical point of a suitable action functional[6]. Feynman developped in the 1940s
the path-integral formulation extending the principle of least action to quantum mechanics [10].
Later, Schr̈odinger’s equation was derived from Newton’s third law using Nelson’s stochastic
mechanics [23], which has been put into the mathematical framework of stochastic processes by
Lafferty [18, Corollary 2.8]. The Schrödinger equation in its Madelung representation was shown
in [26] to be a lift of Newton’s law using Otto’s Riemannian calculus for optimal transportation
of probability measures. In this paper, we will extend this approach in two ways.

Before we explain our main results, we recall some basic elements of classical Lagrangian
mechanics. The motion of a particle system inRd (d ≥ 1) is described by the trajectoryq(t) in
the configuration spaceM ⊂ Rd, whereM is a manifold, with the velocity ˙q(t). The Lagrangian
L(q, q̇) defines the dynamics of the system. For example,L(q, q̇) = 1

2 |q̇|2 − Φ(x) is the difference
of the kinetic and potential energies for some given potential Φ : Rd → R. The variableq is
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an element ofM, whereas ˙q lies in the tangent spaceTqM. Hence, the Lagrangian is defined on
the tangent bundleT M = {(q, q̇) : q̇ ∈ TqM}. We refer to, e.g., [11, 28] for details of geometric
mechanics. The equations of motion are obtained from the principle of least action by calculating
the critical points of the action functional

A(x) =
∫ T

0
L(x(t), ẋ(t))dt.

Criticality of the curveγ : [0,T] → Rd is (formally) equivalent to the Euler-Lagrange equation

d
dt
∂L
∂ẋ

(γ, γ̇) − ∂L
∂x

(γ, γ̇) = 0, t ∈ (0,T).

Friction can be included by means of a dissipative potentialD : Rd × Rd → R (see, e.g., [7]):

d
dt
∂L
∂ẋ

(γ, γ̇) − ∂L
∂x

(γ, γ̇) +
∂D
∂ẋ

(γ, γ̇) = 0 t ∈ (0,T).

An example is linear friction which is given by the quadraticpotentialD(x, ẋ) = α|ẋ|2 with α > 0.
Following [18, 26], we consider in this worka lift of this formalism on the space of probability

measuresandderive novel Navier-Stokes equations with quantum corrections. We will recall the
basic setup in Section 2; here we sketch only our main results.

First, we propose a lifted Lagrangian, defined on the tangentbundle of the set of probability
measures, including the magnetic vector potentialA and the Fisher information (defined in (6)
below). Then the Euler-Lagrange equations are given by the continuity equation for the particle
densityµ and the Hamilton-Jacobi equation for the velocity potential S (see Theorem 1)

∂tµ + div
(

µ(∇S − A)
)

= 0,

∂tS +
1
2
|∇S − A|2 + Φ(x) − ~

2

2

∆
√
µ

√
µ
= 0 inRd, t > 0,

where, with a slight abuse of notation,~ is the scaledPlanck constant. Introduce the wave
functionΨ =

√
µexp(iS/~) via the so-called Madelung transform, for smooth solutions (µ,S)

with positive density (or mass distribution)µ. ThenΨ solves the magnetic Schrödinger equation

i~∂tΨ =
1
2

(

~

i
∇ − A

)2

Ψ + Φ(x)Ψ in Rd, t > 0.

We give a systematic analysis of the Madelung transform as a symplectic map between Hamil-
tonian systems, preserving the magnetic Schrödinger Hamiltonian (see Theorem 10).

Second, we show that the lifted Euler-Lagrange equation with linear friction leads to the quan-
tum Navier-Stokes equations. After identifying vector fields modulo rotational components,
these equations read as (see Theorem 11)

∂tµ + div(µv) = 0,(1)

∂t(µv) + div(µv⊗ v) + ∇p(µ) + µ∇Φ(x) − ~
2

2
µ∇

(

∆
√
µ

√
µ

)

= αdiv(µD(v)),(2)
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where the velocity is given byv = ∇S, v⊗v is a matrix with componentsvjvk, p(µ) is the pressure,
andD(v) = 1

2(∇v+ ∇v⊤) = ∇v is the symmetric velocity gradient. This system was first derived
by Brull and Méhats [4] from the Wigner-BGK equation (named after Bhatnagar, Gross, and
Krook) using a Chapman-Enskog expansion. An alternative derivation from the Wigner-Fokker-
Planck model by just applying a moment method was proposed in[16]. For systems including
the energy equation, we refer to [16, 17]. Our approach yields a third way to derive the quantum
Navier-Stokes equations. An advantage of our method is thatwe can propose more general
friction terms, leading to a variety of nonlinear viscosities (see Remark 12). The selection of
quantum mechanically correct dissipation terms remains a research topic for the future (see [1]
for a Lindblad equation approach).

Surprisingly, system (1)-(2) allows fortwo different energies, as observed in [15]. Indeed, a
formal computation shows that the Hamiltonian

HQ =

∫

Rd

(

1
2
|v|2 + U(µ) + Φ(x) +

~
2

8
|∇ logµ|2

)

µdx

is a Lyapunov functional along the solutions to (1)-(2), seeProposition 13. Here, the internal
energyU relates to the pressurep by p′(s) = sU′′(s), s> 0. Furthermore, the energy

H ∗
Q =

∫

Rd

(

1
2
|v+ vos|2 + U(µ) + Φ(x) +

(

~
2

8
− α2

)

|∇ logµ|2
)

µdx,

wherevos = α∇ logµ is the osmotic velocity, is another Lyapunov functional. Wewill explain
this fact by a variant of the Noether theory. Indeed, time invariance of the system leads to dis-
sipation of the HamiltonianHQ (since we have friction, the energy is not a constant of motion).
Interestingly, a special transformation of the variables (t, µ) leads to a Noether current which
equalsH ∗

Q (see Theorem 15). Thus, the existence of the second energy functional is a conse-
quence of a “Noether symmetry”, showing that the quantum Navier-Stokes equations exhibit a
certain geometric structure.

The originality of the present work is twofold. First, we exploit the Lagrangian approach on
the space of probability measures in a systematic way and show its flexibility by deriving various
model equations. Second, we suggest an alternative way to include dissipative effects in quantum
models by using Euler-Lagrange equations with friction. The calculations are formal but they
can be made rigorous under suitable regularity assumptions, as pointed out in [18]. In particular,
we provide a consistent extension not only of classical mechanics but also of optimal transport
theory towards quantum mechanics, which related to the Lagrangian formulation in Bohmian
mechanics, cf. Markowich et al. [21].

The paper is organized as follows. The basic setup of Lagrangian mechanics on the set of
probability measures is introduced in Section 2. The following sections are concerned with three
applications of the Lagrangian method. For the particle motion in a potential field, we recover
the usual flow equations, showing that our approach includesthe classical case (Section 3). The
Euler-Lagrange equation for a charged particle in a magnetic field is computed in Section 4, and
the symplectic structure of the flow equations is analyzed. Section 5 is devoted to the derivation
of the quantum Navier-Stokes equations and the relation between energy functionals and the
Noether theory.
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2. Basic Setup

In this section, we extend the classical Lagrangian mechanics to a configuration space consist-
ing of probability measures. A similar approach is contained in the work of Lafferty [18]. We
recall the definition of the phase space, introduce the Lagrangians considered in this paper, and
formulate the (dissipative) Euler-Lagrange equations.

2.1. Phase space.Let P(Rd) (d ≥ 1) be the set of probability measures onRd. Obviously,
the spaceRd is embedded inP(Rd) via the Dirac massesx 7→ δx. A physical interpretation
of µ ∈ Rd is thatµ represents a (possibly diffuse) distribution of mass with fixed total amount.
The following arguments may be made rigorous on the setP∞(Rd) of absolutely continuous
probability measures with smooth positive density and finite exponential moments, as pointed
out by Lott [19]. However, similarly to the previous works [19, 24, 25, 26], we shall not try to
find the maximal subset ofP(Rd) on which our formulas remain valid, and therefore, we assume
that the measuresµ ∈ P(Rd) are sufficiently smooth for the formulas to hold. In the following,
we often identify the measureµ ∈P(Rd) with its densitydµ/dx≃ µ and we writeP instead of
P(Rd).

Givenµ ∈P we introduce the tangent space ofP atµ by

TµP = {η ∈ S ′(Rd) : ∃v ∈ C∞(Rd;Rd), η + div(µv) = 0},
whereS ′(Rd) is the dual of the Schwartz space, which is the collection ofinfinitesimal variations
of µ by smooth flows. The tangent bundle

TP =
⋃

µ∈P
TµP

serves as the physical phase space for our Lagrangian mechanics of mass distributions. We
remark that the motion of a single particle with velocityu is included in our formalism by means
of the representationη = −div(δxv), wherev is any vector field onRd satisfyingv(x) = u. We
also notice that in Hamiltonian mechanics, the phase space is defined by the pairs of generalized
coordinates inTP and generalized momenta in the dual spaceT∗P. We refer to Section 4.2 for
details.

2.2. Lagrangians. A function L : TP → R is called a Lagrangian. Below, we shall mostly
be concerned with LagrangiansL , which are obtained as lifts from classic Lagrange functions
L : Rd × Rd → R, defined by

(3) L (µ, η) = inf

{∫

Rd
L(x, v(x))µ(dx) : v ∈ C∞(Rd;Rd), η + div(µv) = 0

}

,

whereµ ∈ P andη ∈ TµP. The infimum is necessary since the mapv 7→ −div(µv) ∈ TµP is
generally not injective. We prefer the notationL (µ, η) instead of the simpler (and geometrically
more consistent) notationL (η) in order to emphasize the importance of the referring base point
for η in TµP. Notice that the classical case is embedded in this situation since

L (δx,−div(δxv)) =
∫

Rd
L(x, v(x))δ(dx) = L(x, v(x)).



QUANTUM FLUID MODELS 5

We present some examples studied in this paper.

2.2.1. Single-particle dynamics.The kinetic energyL(q, q̇) = 1
2 |q̇|2 is well known from optimal

transport theory [2, 3, 24]. A standard duality argument shows that the infimum in (3) is attained.
Indeed, we compute formally, forµ ∈P andη ∈ TµP:

L (µ, η) = inf
v

sup
χ

∫

Rd

(

1
2
|v|2 + ηχ − v · ∇χ

)

µ(dx)

= sup
χ

inf
v

∫

Rd

(

1
2
|v− ∇χ|2 − 1

2
|∇χ|2 + ηχ

)

µ(dx).

The infimum is realized atv = ∇χ:

L ∗ = L (µ, η) = sup
χ

∫

Rd

(

ηχ − 1
2
|∇χ|2

)

µ(dx).

DefiningS = argsupL ∗ and insertingv = ∇S, χ = S into L , we find that

L (µ, η) =
1
2

∫

Rd
|∇S|2µ(dx).

We recall thatS : Rd → R is the (up to constants) unique solution to−div(µ∇S) = η in Rd.
The functionS is called the velocity potential of the variationη with respect to the stateµ. We
introduce the notation

(4) ∆µS = div(µ∇S) in Rd.

The minimizer defines a quadratic form on the tangent spaceTµP:

‖η‖2TµP =
∫

Rd
|∇S(x)|2µ(dx).

This is Otto’s Riemannian (weightedH−1(Rd)) tensor onTP inducing theL2-Wasserstein metric
on P as an intrinsic distance [24] and to the square of the Kantorovich distance [3, Prop. 1.1]
(also see [22, Theorem 9]).

2.2.2. Charged particles in a magnetic field.The Lagrange functionL(q, q̇) = 1
2 |q̇|2+ q̇·A−Φ(x)

models the motion of a charged particle in a magnetic field, whereA : Rd → Rd is the magnetic
vector potential [28, Section 12.6] andΦ : Rd → R is the electric potential. By a similar
computation as in the previous example, forµ ∈P andη ∈ TµP,

L (µ, η) = sup
χ

inf
v

∫

Rd

(

1
2
|v+ (A− ∇χ)|2 − 1

2
|A− ∇χ|2 + ηχ − Φ(x)

)

µ(dx).

Then, takingv∗ = ∇χ − A to realize the infimum andS = argsupL , χ = S, it holds that

L (µ, η) =
∫

Rd

(

1
2
|∇S − A|2 + (∇S − A) · A− Φ(x)

)

µ(dx)

=

∫

Rd

(

1
2
|∇S|2 − 1

2
|A|2 − Φ(x)

)

µ(dx),(5)
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andS : Rd → R is the (up to constants) unique solution to

η = −div(µv∗) = −div(µ(∇S − A)) = −div(µ∇S) + div(µA) in Rd.

With the notation (4), we haveS = −∆−1
µ (η − div(µA)) in Rd.

2.2.3. Charged quantum particles.Substracting from the kinetic energy of the previous example
the Fisher informationI (µ), defined by

(6) I (µ) =
∫

Rd
|∇ logµ|2µ(dx),

the lifted Lagrangian

(7) L (µ, η) = ‖η‖2TµP − V(µ) − ~
2

8
I (µ)

was considered by Lafferty [18] and von Renesse [26] to formulate the Schrödinger equation by
means of the Madelung equations. We remark that Feng and Nguyen [9] employed−I (µ) instead
of I (µ) to derive compressible Euler-type equations from minimizers of an action functional
defined on probability measure-valued paths. One may augment L also by the internal energy
term

(8) −
∫

Rd
U(µ)µ(dx),

whereU : R→ R is the (smooth) internal energy potential.

2.3. Smooth curves inP. Let µ : [0,T] → P be a smooth curve, i.e., its time derivative
µ̇t := ∂tµ(t) exists in the distributional sense and ˙µt ∈ TµtP for all t ∈ [0,T]. For instance,
µ̇t ∈ S ′(Rd) may be defined for eacht ∈ [0,T] by

∂t〈µt, ξ〉 = 〈µ̇t, ξ〉 for all ξ ∈ S (Rd),

where〈·, ·〉 is the dual product betweenS ′(Rd) andS (Rd).
Let µ : [0,T] → P be a smooth curve. If ˙µt ∈ S ′(Rd) is regular andµt ∈ P∞(Rd) (see

Section 2.1 for the definition ofP∞(Rd)), standard elliptic theory provides the existence of (up
to an additive constant) unique smooth solutionSt : Rd → R to the problem

−div(µt∇St) = µ̇t in Rd.

In particular, the curve ˙µ : (0,T) → TP, t 7→ ηt := µ̇t = −div(µt∇St) is well defined and, by
definition of the tangent space,ηt ∈ TµtP. Again, the single-particle motionc : [0,T] → Rd is
included by takingγt = δc(t) andηt = −div(vtδc(t)) ∈ S ′(Rd), wherevt is some vector field such
thatvt(x) = ċ(t) for x ∈ Rd.
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2.4. Action functional and critical points. Given a LagrangianL onP (see Section 2.2), we
define the action functional on smooth curvesγ : [0,T] →P by

A (γ) =
∫ T

0
L (γt, γ̇t)dt.

A critical point ofA is a curveγ which satisfies

d
ds

A (γs)
∣

∣

∣

∣

s=0
= 0

for all smooth variationsγ : [−ε, ε] × [0,T] → P, (s, t) 7→ γs
t , satisfyingγ0

t = γt for t ∈ [0,T].
Hence, assuming differentiability ofL , a curve is a critical point if and only if it satisfies the
Euler-Lagrange equation

(9)
d
dt
∂L

∂η
(γ, γ̇) − ∂L

∂µ
(γ, γ̇) = 0.

A Lagrangian system onP with friction is modeled by means of a dissipative potentialD :
TP → R:

(10)
d
dt
∂L

∂η
(γ, γ̇) − ∂L

∂µ
(γ, γ̇) +

∂D

∂η
(γ, γ̇) = 0.

Renesse identified in [26] the flow (9), withL given by (7), with the Schrödinger equation in
its Madelung representation. We extend this concept in the following sections for more general
Lagrangians.

3. Example 1: Particle Motion in a Potential Field

We show that the formalism of Section 2 includes as a special case the motion of a single par-
ticle in a potentialΦ(x). Indeed, choosing the Lagrangian as the lift of the classical Lagrangian
L(q, q̇) = 1

2 |q̇|2 − Φ(x), the arguments in Section 2.2 yield, for vector fieldsv ∈ C∞(Rd;Rd),

L (δx,−div(δxv)) = L(x, v(x)) =
1
2
|v(x)|2 − Φ(x).

Elementary computations show that curvesγt = δxt with ẍt = −∇Φ(xt) are critical flows for the
corresponding lifted action functionalA , i.e.,γt is a critical point forA (see Section 2.4).

Clearly, the case of a collection of point masses moving in a joint potential is more inter-
esting. When the particle system is coalescing (corresponding to ineleastic particle collisions),
the system may eventually collapse to single Dirac measuresmoving along a classical particle
trajectory. This situation is described by the above Lagrangian. An example is the chemotactic
movement of cells modeled by a Keller-Segel system, which may exhibit finite-time blow-up.
After blow-up, collapsed parts seems to consist of evolvingDirac measures.
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4. Example 2: The Magnetic Schrödinger Equation

We consider the motion of a charged quantum particle in a magnetic field with magnetic vector
potentialA. According to Section 2.2, the Lagrangian reads as

(11) LM(µ, η) =
∫

Rd

(

1
2
|∇S|2 − 1

2
|A|2 − Φ(x) − ~

2

8
|∇ logµ|2

)

µ(dx),

whereµ ∈ P, η ∈ TµP, andS = −∆−1
µ (η − div(µA)). The corresponding action functional

becomes

(12) AM(γ) =
∫ T

0
LM(γt, γ̇t)dt,

whereγ : [0,T] →P is a smooth curve.

4.1. Magnetic Madelung equations.We show that the critical points forAM solve Madelung-
type and quantum hydrodynamic equations.

Theorem 1(Magnetic Madelung equations). A smooth curveµ : [0,T] →P is a critical point
for AM, i.e.

(13)
d
dt
∂LM

∂η
− ∂LM

∂µ
= 0,

if and only if the flow of the generalized momenta St : Rd → R, t ∈ [0,T], of

(14) ∂tµ + div
(

µ(∇S − A)
)

= 0 in Rd

solves the Hamilton-Jacobi equation

(15) ∂tS +
1
2
|∇S − A|2 + Φ(x) − ~

2

2

∆
√
µ

√
µ
= 0 in Rd.

For the proof of the above theorem, we need an auxiliary result. Let denote

M =

{

ξ smooth signed measure onRd : 〈ξ,1〉 = 0,
∫

Rd
eα|x||ξ|(dx) < ∞ for all α > 0

}

the set of smooth signed measures with zero mean and finite exponential absolute moments.
Here,〈·, ·〉 denotes the dual product between the space of finitely additive measures onRd and
the spaceL∞(Rd). Then, forµ ∈M andS ∈ S (Rd), the differential operator∆µ(S) = div(µ∇S)
is well defined. Furthermore, we write

δ∗F(µ, ξ) =
d
dε

F(µ + εξ)
∣

∣

∣

∣

ε=0

for the first variation ofF atµ in the direction ofξ. If δ∗F(µ, ξ) =
∫

Rd Gξdx, we setG = ∂F/∂µ,
the variational derivative ofF with respect toµ.

Lemma 2. For smooth measuresµ ∈ P, the operator-valued functionsµ 7→ ∆µ andµ 7→ ∆−1
µ

are differentiable in the direction ofξ ∈M , and their first variations are given by

δ∗∆(µ,ξ) = ∆ξ, δ∗∆
−1
(µ,ξ) = −∆−1

µ ∆ξ∆
−1
µ .
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Proof. The first claim follows from

δ∗∆(µ,ξ)(S) =
d
dε

div
(

(µ + εξ)∇S
)

∣

∣

∣

∣

ε=0
= div(ξ∇S) = ∆ξS.

To prove the second claim, we notice that∆(µ,ξ)∆
−1
(µ,ξ)(S) = S implies, by the Leibniz rule, that

0 = δ∗
(

∆(µ,ξ)∆
−1
(µ,ξ)

)

(S) = δ∗∆(µ,ξ)(∆
−1
µ S) + ∆µδ∗∆

−1
(µ,ξ)(S).

By the first claim, this can be written as

0 = ∆ξ∆
−1
µ S + ∆µδ∗∆

−1
(µ,ξ)(S),

and multiplication by∆−1
µ from the left shows the result. �

Proof of Theorem 1.The theorem is proved by calculating the derivatives in the Euler-Lagrange
equation (13). To this aim, we setL = T − V , where

T (µ, η) =
1
2

∫

Rd
|∇S|2µ(dx) =

1
2

∫

Rd
|∇∆−1

µ (η − div(µA))|2µ(dx),

V (µ) =
∫

Rd

(

1
2
|A|2 + Φ(x) +

~
2

8
|∇ logµ|2

)

µ(dx)

are the “kinetic energy” and “potential energy” terms. First, we find that, for fixedµ ∈ P and
for anyξ ∈M ,

δ∗T (η, ξ) =
1
2

d
dε

∫

Rd
|∇∆−1

µ (η − div(µA) + εξ)|2µ(dx)
∣

∣

∣

∣

ε=0

=

∫

Rd
∇∆−1

µ (η − div(µA)) · ∇∆−1
µ ξµ(dx)

= −
∫

Rd
∇S · ∇∆−1

µ ξµ(dx) = −
∫

Rd
µ∇S · ∇∆−1

µ ξdx.

Then, by integrating by parts and using the definition of∆µ,

δ∗T (η, ξ) =
∫

Rd
∆−1
µ div(µ∇S)ξdx=

∫

Rd
∆−1
µ (∆µS)ξdx=

∫

Rd
Sξdx,

showing that∂T /∂η = S. The expressionV does not depend onη, and hence,∂V /∂η = 0.
Thus,

(16)
∂LM

∂η
= S.

Next, we compute∂T /∂µ. We observe thatT can be reformulated as

T (µ, η) =
1
2

∫

Rd
µ∇S · ∇S dx= −1

2

∫

Rd
div(µ∇S)S dx

= −1
2

∫

Rd
S∆µS dx= −1

2

∫

Rd
(η − div(µA))∆−1

µ (η − div(µA))dx,
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usingS = −∆−1
µ (η − div(µA)). Hence, the first variation reads as

δ∗T (µ, ξ) = −1
2

d
dε

∫

Rd

(

η − div((µ + εξ)A)
)

∆−1
µ+εξ

(

η − div((µ + εξ)A)
)

dx
∣

∣

∣

∣

ε=0
.

We employ the product rule and Lemma 2 to compute the first variation of∆−1
µ :

δ∗T (µ, ξ) =
∫

Rd
div(ξA)∆−1

µ (η − div(µA))dx

+
1
2

∫

Rd
(η − div(µA))∆−1

µ ∆ξ∆
−1
µ (η − div(µA))dx.

The first term becomes, after an integration by parts,

∫

Rd
div(ξA)∆−1

µ (η − div(µA))dx= −
∫

Rd
div(ξA)S dx=

∫

Rd
(A · ∇S)ξdx.

For the second term, we find that, by the definition of∆ξ,

1
2

∫

Rd
(η − div(µA))∆−1

µ ∆ξ∆
−1
µ (η − div(µA))dx

=
1
2

∫

Rd
∆−1
µ (η − div µA) div

(

ξ∇∆−1
µ (η − div(µA))

)

dx

= −1
2

∫

Rd
∇∆−1

µ (η − div µA) · (ξ∇∆−1
µ (η − div(µA))

)

dx

= −1
2

∫

Rd
|∇S|2ξdx.

We conclude that

δ∗T (µ, ξ) =
∫

Rd

(

(A · ∇S) − 1
2
|∇S|2

)

ξdx

and therefore, the variational derivative equals

(17)
∂T

∂µ
= A · ∇S − 1

2
|∇S|2.

It remains to calculate∂V /∂µ. The first two terms in the integral ofV depend only linearly
onµ which shows that

∂

∂µ

∫

Rd

(

1
2
|A|2 + Φ(x)

)

µdx=
1
2
|A|2 + Φ(x).
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The first variation of the Fisher information becomes

δ∗

( ∫

Rd
|∇ logµ|2µdx

)

(µ, ξ) =
d
dε

∫

Rd
|∇ log(µ + εξ)|2(µ + εξ)dx

∣

∣

∣

∣

ε=0

=
d
dε

∫

Rd
|∇ logµ|2(µ + εξ)dx

∣

∣

∣

∣

ε=0
+

d
dε

∫

Rd
|∇ log(µ + εξ)|2µdx

∣

∣

∣

∣

ε=0

=

∫

Rd
|∇ logµ|2ξdx+ 2

d
dε

∫

Rd
∇ log(µ + εξ) · ∇(logµ)µdx

∣

∣

∣

∣

ε=0

=

∫

Rd

|∇µ|2
µ2

ξdx+ 2
∫

Rd
∇ ξ
µ
· ∇µdx

=

∫

Rd

( |∇µ|2
µ
− 2∆µ

)

ξ

µ
dx= −4

∫

Rd

∆
√
µ

√
µ
ξdx.

We infer that

∂

∂µ

~
2

8

∫

Rd
|∇ logµ|2µdx= −~

2

2

∆
√
µ

√
µ
.

Summarizing, we conclude that

(18)
∂V

∂µ
=

1
2
|A|2 + Φ(x) − ~

2

2

∆
√
µ

√
µ

and for the Lagrangian

∂LM

∂µ
= A · ∇S − 1

2
|∇S|2 − 1

2
|A|2 − Φ(x) +

~
2

2

∆
√
µ

√
µ

= −1
2
|∇S − A|2 − Φ(x) +

~
2

2

∆
√
µ

√
µ
,

which finishes the proof. �

We call (14)-(15) the magnetic Madelung equations. The expression (~2/2)∆
√
µ/
√
µ is re-

ferred to as the Bohm potential. It is the quantum correction to the (magnetic) hydrodynamic
equations. Via the Madelung transformationΨ =

√
µexp(iS/~), smooth solutions (µ,S) to (14)-

(15) with initial dataµ(·,0) = µ0, S(·,0) = S0 in Rd yield solutions to the magnetic Schrödinger
equation

(19) i~∂tΨ =
1
2

(

~

i
∇ − A

)2

Ψ + Φ(x)Ψ, t > 0, Ψ(·,0) =
√
µ0 exp(iS0/~) in Rd.

Remark 3. Taking the gradient of (15), multiplying the resulting equation by µ and employ-
ing (14) similarly as in the proof of Theorem 14.1 in [14], we find the quantum hydrodynamic
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equations

∂tµ + div(µv) = 0,

∂t(µv) + div(µv⊗ v) − ~
2

2
µ∇

(

∆
√
µ

√
µ

)

+ µ∇Φ(x) = 0, t > 0,

µ(·,0) = µ0, (µv)(·,0) = µ0(∇S0 − A) in Rd,

wherev = ∇S−A andv⊗v denotes the matrix with componentsvjvk. Here, we have used the fact
that A does not depend on time. Thus the dynamics of a charged particle in an electromagnetic
field is formally the same as that of a charged particle in an electric field, with different initial
conditions and a different velocity functionv. �

Remark 4. Including the internal energy (8) into the Lagrangian (5), without magnetic field,

L (µ, η) =
∫

Rd

(

1
2
|∇S|2 − U(µ) − Φ(x) − ~

2

8
|∇ logµ|2

)

µ(dx), S = ∇∆−1
µ η,

we can derive the nonlinear Schrödinger equation. Indeed, curves of the corresponding action
functional are critical if and only if (µ,S) solves

∂tµ + div(µ∇S) = 0,

∂tS +
1
2
|∇S|2 + Φ(x) + U′(µ) − ~

2

2

∆
√
µ

√
µ
= 0.

Taking the gradient, multiplying the equation byµ, and settingΨ =
√
µexp(iS/~), we arrive at

the nonlinear Schrödinger equation

i~∂tΨ = −
~

2

2
∆Ψ + f (|Ψ|2)Ψ + Φ(x)Ψ,

where f is defined byf (s) = s−1/2U′(s) (s> 0). �

4.2. Almost symplectic equivalence of measure and wave functiondynamics. We have men-
tioned in Section 4.1 that solutions (µ,S) to (14)-(15) yield solutions to the magnetic Schrödinger
equation (19) via the Madelung transform (µ,S) 7→ Ψ = √µexp(iS/~). Similarly to the treat-
ment of the standard Schrödinger case in [26], we shall now give a systematic analysisof this
transformation as a symplectic map between two Hamiltoniansystems, which turn out to be
almost equivalent, as specified in Theorem 10 below.

4.2.1. Hamiltonian Formulation of magnetic Madelung flow.The first step is to identifiy the
Hamiltonian description of the Lagrangian flow (14)− (15) by means of the Legendre transform
on TP induced by the lifted Lagrangian (11). Since in the current situation,LM is no longer
quadratic inη ∈ TµP, its induced Legendre transform is not a simple Riesz isomorphism on the
Hilbert space (TµP , ‖ · ‖TµP). As a consequence, the distinct roles played by tangent spaceTP
of generalized coordinates and its dual spaceT∗P of generalized momenta become apparent.

We recall that the cotangent bundleT∗P consists of all pairs (µ, F), whereµ ∈ P andF :
TµP → R is linear. From the definition of the tangent spaceTµP follows that any distribution
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η in TP annihilates the constant functions. Therefore, in our situation,T∗P can be defined by

T∗P =
{

(µ, f ) : µ ∈P , f ∈ S0(R
d)
}

,

where
S0 = { f = φ + c : φ ∈ S , c ∈ R}/∼

is the space of equivalence classes of shifted Schwartz functions, with f ∼ g if and only if
f − g = const.

In analogy to the classical approach, one defines the HamiltonianHM : T∗P → R associated
to the LagrangianLM : TP → R as its Legendre transform, i.e.

HM(µ, f ) = sup
η∈TµP

(〈η, f 〉 −LM(µ, η)
)

,

where (µ, f ) ∈P ×S0(Rd) and〈·, ·〉 denotes the dual bracket inS ′(Rd) andS (Rd). Thanks to
the strict convexity ofLM, the supremum is attained atη∗ ∈ TµP which is the unique solution
to f = (∂LM/∂η)(µ, η∗), and hence,

HM(µ, f ) = 〈η∗, f 〉 −LM(µ, η∗).

Now, the variational derivative∂LM/∂η has been computed in Section 4.1, see formula (16).
Therefore,f = (∂LM/∂η)(µ, η∗) = S∗, whereS∗ = −∆−1

µ (η∗ − div(µA)), andS∗ is unique as a
solution inS0(Rd). As a result, we have identified the change of coordinates

TP → T∗P , (µ, η) 7→ (µ,S), S = −∆−1
µ (η − div(µA)),

as the Legendre transform from the physical phase space of variationsTP to the space of gen-
eralized momentaT∗P.

Inserting the identificationη∗ = −∆µS∗ + div(µA) into the Hamiltonian gives an explicit ex-
pression forHM:

HM(µ,S∗) = 〈−∆µS∗ + div(µA),S∗〉 −LM(η∗, µ)

= −
∫

Rd
div

(

µ(∇S∗ − A)
)

S∗dx−LM(η∗, µ).

Integrating by parts in the first integral and using the definition of LM gives

HM(µ,S∗) =
∫

Rd
µ|∇S∗|2dx−

∫

Rd
µA · ∇S∗dx

−
∫

Rd

(

1
2
|∇S∗|2 − 1

2
|A|2 − Φ(x) − ~

2

8
|∇ logµ|2

)

µdx

=
1
2

∫

Rd
|∇S∗ − A|2µdx+

∫

Rd
Φ(x)µdx+

~
2

8

∫

Rd
|∇ logµ|2µdx.

We see that the Hamiltonian is, as expected, the sum of the magnetic, potential, and quantum
energies, respectively. Indeed, the classical magnetic Hamiltonian isHM =

1
2 |p − A|2 + Φ(x),

where p is the momentum. In the lifted version, the momentum becomes∇S, and therefore,
HM,mag=

1
2

∫

Rd |∇S − A|2µ(dx), which is the above expression.
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As a second ingredient for a Hamiltonian description of the associated flow of generalized
momenta onT∗P, we introduce a symplectic form onT∗P, similarly as in [26] on the physical
phase spaceTP. We recall that a symplectic formω on a vector space is a skew-symmetric,
non-degenerate, bilinear form, i.e.ω(v,w) = −ω(w, v) for all u, v andω(v,w) = 0 for all w
implies thatv = 0.

Lemma 5 (Symplectic form onT∗P). Each pair(φ, ψ) ∈ S0(Rd) × S0(Rd) induces a vector
field Vφ,ψ : T∗P → TT∗P via

Vφ,ψ(µ, f ) = (−div(µ∇ψ), φ) ∈ T(µ, f )T
∗P , (µ, f ) ∈ T∗P .

Furthermore, T∗P is endowed with a unique symplectic formω, defined on the above vector
fields by

(20) ω(Vφ1,ψ1,Vφ2,ψ2) =
∫

Rd
(∇φ1 · ∇ψ2 − ∇φ2 · ∇ψ1)µ(dx),

where(φ j , ψ j) ∈ S0(Rd) ×S0(Rd), j = 1,2.

Proof. Expression (20) clearly defines a skew-symmetric bilinear form. Furthermore, an elemen-
tary calculation shows thatω is non-degenerate. Uniqueness follows from the fact that for given
(µ, f ) ∈ T∗P, the set of tangent vectors{Vφ,ψ(µ, f ) : φ, ψ ∈ D0(Rd)} is total inT(µ, f )T∗P. �

Recall that a Hamiltonian flow on a manifoldM with symplectic formω is induced by an
energy functionϕ : M → R via the integral curves of the corresponding Hamiltonian vector field
Xϕ on M. The latter is uniquely defined by the requirement that in anyp ∈ M, it holds that

ω(Xϕ,Z) = dϕ(Z) for all Z ∈ TpM.

The form (20) forM = T∗P allows us to study Hamiltonian flows for various energy functionsϕ
onT∗P. Forϕ =HM, we arrive at the following statement, which is the analogueof Proposition
3.4 in [26] (also see Corollary 3.5 in that paper).

Theorem 6 (Critical points and Hamiltonian flow). A smooth curve of measuresγ : [0,T] →
P, t 7→ γt, is a critical point of the action functionalAM, defined in(12), if and only if the
corresponding curve(γt,St) ∈ T∗P in the space of generalized momenta, where St = ∆

−1
γt

(γ̇t −
div(γtA)), is a Hamiltonian flow on(T∗P , ω) associated to the HamiltonianHM.

Proof. It suffices to compute the corresponding Hamiltonian vector fieldXHM on M := T∗P. To
this aim, fixp = (µ, f ) ∈ T∗M and chooseZ = Vφ,ψ(µ, f ) ∈ TT∗P as in Definition 5. Then

dHM(Vφ,ψ(µ, f )) =
d
dε

HM(Vφ,ψ(µ − εdiv(µ∇ψ), f + εφ))
∣

∣

∣

∣

ε=0

=

∫

Rd
(∇ f − A) · ∇φµdx+

1
2

∫

Rd
∇|∇ f − A|2 · ∇ψµdx

+

∫

Rd
∇Φ · ∇ψµdx− ~

2

2

∫

Rd
∇
∆
√
µ

√
µ
· ∇ψµdx.
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Comparing with (20), we find that

XHM (µ, f ) =

(

−∆−1
µ div((∇ f − A)µ),

1
2
|∇ f − A|2 + Φ − ~

2

2

∆
√
µ

√
µ

)

.

Hence, a smooth curvet 7→ (µt,St) ∈ T∗P is an integral curve forXHM if and only if the
corresponding flow of variationst 7→ µ̇t ∈ TP solves (14)-(15). �

4.2.2. Hamiltonian Structure of the magnetic Schrödinger flow.Let us recall the basic fact that
the magnetic Schrödinger equation has a Hamiltonian structure, too. Indeed,denoting byC =
C∞(Rd;C) the linear space of smooth complex-valued functions onRd and identifying as usual
the tangent space over an elementΨ ∈ C with the spaceC , the tangent bundleTC is naturally
equipped with the symplectic form

ωC(F,G) = −2
∫

Rd
ℑ(F ·G)(x)dx,

whereℑ(z) is the imaginary part ofz ∈ C andz is its complex conjugate. This way (C , ~ωC)
becomes a symplectic space. OnC we define the energy functionHC : C 7→ R by

HC(Ψ) =
1
2

∫

Rd

∣

∣

∣

∣

∣

∣

(

~

i
∇ − A

)

Ψ

∣

∣

∣

∣

∣

∣

2

dx,+
∫

Rd
Φ(x) |Ψ|2(x) dx,

which is the magnetic Schrödinger Hamiltonian.

Proposition 7. A smooth flow of wave functions t7→ Ψt ∈ C solves the magnetic Schrödinger
equation(19) if and only if it is a Hamiltonian flow induced from the energy functionHC on the
symplectic space(C , ~ωC).

Proof. We only sketch the proof of this classical but mostly forgotten fact. ForΨ, ζ ∈ C , we find
by a straightforward computation that

d
dǫ

HC(Ψ + ǫζ)
∣

∣

∣

∣

ε=0
= ℜ

∫

Rd













(

~

i
∇ − A

)2

+ 2Φ













Ψ · ζdx

= ℑ
∫

Rd
i













(

~

i
∇ − A

)2

+ 2Φ













Ψ · ζdx

= ωC













− i
~













1
2

(

~

i
∇ − A

)2

+ Φ













Ψ, ζ













.

This shows that the Hamiltonian vector fieldXHC associated toHC on (C , ωC) is

XHC(Ψ) = − i
~













1
2

(

~

i
∇ − A

)2

+ Φ













Ψ.

Hence, solutions to the magnetic Schrödinger equation (19) are precisely the integral curves of
the Hamiltonian vector fieldXHC. �
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4.2.3. Madelung transform: precise definition and symplectic properties. Let C∗ = {Ψ ∈ C :
∫

Rd |Ψ|2dx= 1,Ψ(x) , 0 for all x ∈ Rd} be the set of smooth nowhere vanishing normalized wave
functions. EachΨ ∈ C∗ admits a decompositionΨ = |Ψ|exp(iS/~), where the smooth function
S : Rd → R is uniquely defined up to an additive constant of the form 2π~k, k ∈ N. In particular,
the Madelung transform is well defined

(21) σ : C∗ → T∗P , σ(Ψ) = (|Ψ(x)|2dx,S) ∈P ×S0(R
d).

Recall that by the definition ofS0(Rd) as the space of equivalence classes of shifted Schwartz
functions, the mapσ is not injective. However, we may apply the abstract notion of a sym-
plectic submersion (see [26]) which is a generalization of asymplectic isomorphism where the
injectivity assumption is dropped.

Definition 8 (Symplectic submersion on manifolds). Let (M, ωM), (N, ωN) be symplectic mani-
folds equipped with the symplectic formsωM, ωN, respectively, and let s: M → N be a smooth
map. Then s is called asymplectic submersionif its differential s∗ : T M→ T N is surjective and
satisfiesωN(s∗X, s∗Y) = ωM(X,Y) for all X, Y ∈ T M.

Similarly to the isomorphism case one may easily see that Hamiltonian flows are stable under
sympletic submersions. This is stated in the following proposition, cf. [26, Prop. 4.2].

Proposition 9 (Submersions between Hamiltonian flows). Let M, N be symplectic manifolds
equipped with the symplectic formsωM, ωN, respectively, and let s: M → N be a symplectic
submersion. If the Hamiltonians F∈ C∞(M) and G∈ C∞(N) are related by F= G ◦ s, the sub-
mersion s maps Hamiltonian flows associated to F on(M, ωM) to Hamiltonian flows associated
to G on(N, ωN).

We are now ready to state the main result of this section whichasserts that the Madelung
transform is a symplectic submersion fromC∗ to T∗P.

Theorem 10(Madelung transform as a symplectic submersion). The Madelung transformσ :
C∗ → T∗P, defined in(21), is a symplectic submersion from(C∗, ~ωC) to (T∗P , ω), preserving
the magnetic Schrödinger Hamiltonian,

HC =HM ◦ σ.
Proof. Since the proof is very similar to the proof of Theorem 4.3 in [26], we give only a sketch.
First, we restrict the phaseS/~ in |Ψ|exp(iS/~) to the intervall [0,2π~) by defining an appro-
priate bijection. We can prove that the differentials∗ is surjective. A calculation shows that
ωT∗P(s∗Vφ1,ψ1, s∗Vφ2,ψ2) = ~ωC(Vφ1,ψ1,Vφ2,ψ2) for all vector fieldsVφ1,ψ1, Vφ2,ψ2. Thus,s is a sym-
plectic submersion. The remaining partHC = HM ◦ σ is a computation; see [26, Section 4] for
details. �

In light of Proposition 9 and Theorem 10, the magnetic Schrödinger equation (19) for wave
functions can be interpreted as the lift of the physically intuitive Lagrangian flow on probability
measures (or mass distributions) (15) to the larger space ofcomplex wave functions. The lifted
Hamiltonian system is the familiar magentic Schrödinger equation for wave functions and has
the advantage that it is linear. However, a disadvantage is that a new and unphysical degree of
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freedom, incorporated in the constant phase shift for wave functions and describing the same
physical state, is introduced.

5. Example 3: Quantum Navier-Stokes Equations

In this section, we consider the quantum Lagrangian

(22) LQ(µ, η) =
∫

Rd

(

1
2
|∇S|2 − U(µ) − Φ(x) − ~

2

8
|∇ logµ|2

)

µ(dx),

whereµ ∈P, η ∈ TµP, S = −∆−1
µ η, andU(µ) denotes the internal energy which is assumed to

be a smooth function. Here, we are interested in the Lagrangian flow with dissipation

D(µ, η) =
α

2

∫

Rd
|∇v|2µ(dx),

whereα ≥ 0, andv = ∇S is the unique potential velocity field inducing the variation η of the
stateµ.

5.1. Quantum Navier-Stokes equations.We show that the dissipative Lagrangian flow on
P can be related to the Navier-Stokes equations including theBohm potential and a density-
depending viscosity. Our result reads as follows.

Theorem 11(Quantum Navier-Stokes equations). A smooth curveµ : [0,T] →P satisfies

(23)
d
dt

∂LQ

∂η
(µ, µ̇) − ∂LQ

∂µ
(µ, µ̇) +

∂D

∂η
(µ, µ̇) = 0

if and only if the mass flux t7→ µtvt with v= −∇∆−1
µ µ solves the quantum Navier-Stokes equation

(24) ∂t(µv) + div(µv⊗ v) + ∇p(µ) + µ∇Φ(x) − ~
2

2
µ∇

(

∆
√
µ

√
µ

)

= αµ∇∆−1
µ (∇2 : (µ∇v)).

Here, v⊗ v is a tensor with components vjvk; the pressure function p(µ) is defined through
p′(s) = sU′′(s) for s≥ 0; and the product “:” signifies summation over both indices. Identifying
vector fields modulo rotational components, we can write this equation as

(25) ∂t(µv) + div(µv⊗ v) + ∇p(µ) + µ∇Φ(x) − ~
2

2
µ∇

(

∆
√
µ

√
µ

)

≡ αdiv(µD(v)),

where A≡ B if and only ifdiv(A − B) = 0, and D(v) = 1
2(∇v + ∇v⊤) = ∇v is the symmetric

velocity gradient.

The system of quantum Navier-Stokes equations is given by (24) and the continuity equation

(26) ∂tµ + div(µv) = 0.

In this model, the viscous stress tensor isS = νD(v), where the viscosityν = αµ depends on the
particle densityµ. For variants of the stress tensor, see Remark 12.
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Proof. We writeLQ = T − V , where

T (µ, η) = ‖η‖2TµP =
∫

Rd
|∇∆−1

µ η|2µ(dx)

corresponds to the “kinetic energy” and

(27) V (µ, η) =
∫

Rd

(

Φ(x) + U(µ) +
~

2

8
|∇ logµ|2

)

µ(dx)

corresponds to the “potential energy”. By the proof of Theorem 1 (see (18) withA = 0), we have

(28)
∂V

∂µ
= Φ(x) + U′(µ) − ~

2

2

∆
√
µ

√
µ
.

SinceV does not depend onη, it follows that∂V /∂η = 0. Furthermore, by (16) and (17) (with
A = 0),

(29)
LQ

∂η
=
∂T

∂η
= S,

∂T

∂µ
= −1

2
|∇S|2.

It remains to compute∂D/∂η. To this end, letξ ∈ M and setζ = ∆−1
µ ξ. Sincev = ∇S =

−∇∆−1
µ η, we infer that

δ∗D(η, ξ) =
α

2
d
dε

∫

Rd
|∇2∆−1

µ (η + εξ)|2µ(dx)
∣

∣

∣

∣

ε=0

=
α

2
d
dε

∫

Rd
|∇2(∆−1

µ η + ε∆
−1
µ ξ)|2µ(dx)

∣

∣

∣

∣

ε=0

=
α

2
d
dε

∫

Rd
∇2(−S + εζ) : ∇2(−S + εζ)µ(dx)

∣

∣

∣

∣

ε=0

= −α
∫

Rd
∇2S : ∇2ζµdx= −α

∫

Rd
∆−1
µ (∇2 : (µ∇2S))ξdx.

This implies that

(30)
∂D

∂η
= −α∆−1

µ (∇2 : (µ∇2S)).

Inserting this expression as well as (28) and (29) into (23) gives

∂tS +
1
2
|∇S|2 + Φ(x) + U′(µ) − ~

2

2

∆
√
µ

√
µ
= α∆−1

µ ∇2 : (µ∇2S).

We take the gradient, multiply this equation byµ, and replace∇S = v:

µ∂tv+
1
2
µ∇|v|2 + µ∇Φ(x) + µU′′(µ)∇µ − ~

2

2
µ∇

(

∆
√
µ

√
µ

)

= αµ∇∆−1
µ ∇2 : (µ∇v).

Then, employing the continuity equationv∂tµ + vdiv(µv) = 0 and rearranging terms, we obtain

∂t(µv) + div(µv⊗ v) + µ∇Φ(x) + ∇p(µ) − ~
2

2
µ∇

(

∆
√
µ

√
µ

)

= αµ∇∆−1
µ ∇2 : (µD(v)),
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which equals (24). The final step is the projection on the space of curl-free fields by taking the
divergence which leads to (25). Indeed, observing that

div
(

µ∇∆−1
µ ∇2 : (µD(v))

)

= ∆µ∆
−1
µ (∇2 : (µD(v)) = div

(

div(µD(v))
)

,

we conclude the proof. �

Remark 12. The Lagrangian approach allows us to choose other dissipation terms. We consider
two simple examples:

D1(µ, η) =
α

p

∫

Rd
|∇v|pµ(dx), p ≥ 2,

D2(µ, η) =
1
2

∫

Rd
g(µ)

(

ν1|∇v|2 + ν2(div v)2
I
)

µ(dx),

whereg : R → [0,∞) is some function andν1, ν2 > 0. The variational derivatives are computed
similarly as in the proof of Theorem 11. The results are as follows:

∂D1

∂η
= −α∆−1

µ ∇2 : (µ|D(v)|p−2D(v)),

∂D2

∂η
= −∆−1

µ ∇2 :
(

µg(µ)(ν1D(v) + ν2(div v)I)
)

.

The viscous term in the quantum Navier-Stokes equations is obtained after taking the gradient,
multiplying byµ, and projecting it on the space of curl-free vectors:

div

(

µ∇∂D1

∂η

)

= −αdiv
(

µ∇∆−1
µ ∇2 : (µ|D(v)|p−2D(v))

)

= −αdiv
(

div(µ|D(v)|p−2D(v))
)

,

and similarly for the second expression. The viscous stresstensors become

S1 = αµ|D(v)|p−2D(v), S2 = µg(µ)(ν1D(v) + ν2(div v)I).

The viscosityν1 = αµ|D(v)|p−2 depends not only on the particle density but also on the velocity
gradient. When we chooseg(µ) = 1/µ, the viscosities are constant, which corresponds to the
case of Newtonian fluids (see, e.g., [8, Formula (1.16)]). �

5.2. Energy-dissipation identities and Noether currents.According to Section 4.2, the Ham-
iltonianHQ : T∗P → R associated to the LagrangianLQ : TP → R, defined in (22), is given
by

HQ(µ,S) = 〈η,S〉 −LQ(µ, η),

whereS = (∂LQ/∂η)(µ, η) = −∆−1
µ η. Insertingη = −∆µS and the definition (22) ofLQ into this

expression, we find that

HQ(µ,S) =
∫

Rd
|∇S|2µdx−LQ(µ, η)

=

∫

Rd

(

1
2
|∇S|2 + U(µ) + Φ(x) +

~
2

8
|∇ logµ|2

)

µdx,(31)



20 P. FUCHS, A. J̈UNGEL, AND M. VON RENESSE

which is the sum of the kinetic, internal, potential, and quantum energies. In this section, we will
derive energy-dissipation identities for smooth solutions to the quantum Navier-Stokes equations
(24) and (26).

Proposition 13 (Energy-dissipation identity). Let (µ, v) be a smooth solution to(24) and (26).
Then

(32)
dHQ

dt
+ α

∫

Rd
µ|∇v|2dx= 0.

Proof. Multiplying (24) by v and (26) by−1
2 |v|2 + U′(µ) + Φ(x) + (~2/2)(∆

√
µ/
√
µ) and adding

the resulting equations, a straightforward computation yields

d
dt

∫

Rd

(

1
2
|v|2 + U(µ) + µΦ(x) +

~
2

8
µ|∇ logµ|2

)

dx= α
∫

Rd
µv · ∇∆−1

µ (∇2 : (µv))dx.

The left-hand side equalsdHQ/dt. The right-hand side can be rewritten, usingv = ∇S and
integration by parts, as

−α
∫

Rd
div(µ∇S)∆−1

µ (∇2 : (µ∇2S))dx= −α
∫

Rd
∆µS∆

−1
µ (∇2 : (µ∇2S))dx

= −α
∫

Rd
∆−1
µ ∆µS(∇2 : (µ∇2S))dx

= −α
∫

Rd
∇2S : (µ∇2S)dx= −α

∫

Rd
µ|∇v|2dx,

proving the claim. �

Remark 14. Proposition 13 is the counterpart of the energy dissipationlaw for classical damped
Lagrangian systems inRn in which case the analogue of (23) reads as

(33)
d
dt
∂L
∂q̇

(q, q̇) − ∂L
∂µ

(q, q̇) +
∂D
∂q̇

(q, q̇) = 0.

Writing the dynamics in Hamiltonian coordinatest 7→ (q(t), p(t)) via the Legendre transform,
i.e. p = p(q, q̇) = (∂L/∂q̇)(q, q̇), for the Hamiltonian we obtain

H(q, p(q, q̇)) = 〈q̇, ∂L
∂q̇

(q, q̇)〉 − L(q, q̇),

which yields, after differentiation with respect tot and inserting (33),

dH
dt

(q(t), p(t)) = −〈q̇, ∂D
∂q̇

(q, q̇)〉.

In our case, by the same computation and using (30), it follows that

dHQ

dt
= −〈η, ∂D

∂η
〉 = −α〈∆µS,∆−1

µ (∇2 : (µ∇2S)〉 = −α
∫

Rd
|∇2S|2dµ,

which equals (32). �
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It has been shown in [15] that theprojectedsystem (25)-(26) possesses a second energy func-
tional,

(34) H ∗
Q (µ,S) =

∫

Rd

(

1
2
|w|2 + U(µ) + Φ(x) +

(

~
2

8
− α2

)

|∇ logµ|2
)

µdx,

wherew = v + vos andvos = α∇ logµ is the osmotic velocity first introduced by Nelson [23,
Formula (26)]. More precisely, let (µ, v) with v = ∇S = −∇∆−1

µ η be a smooth solution to

∂tµ + div(nv) = 0, x ∈ Rd, t > 0,(35)

∂t(µv) + div(µv⊗ v) + ∇p(µ) + µ∇Φ(x) − ~
2

2
µ∇

(

∆
√
µ

√
µ

)

= αdiv(µD(v)).(36)

Then a formal computation [15] shows that

dH ∗
Q

dt
+ α

∫

Rd

(

µ|∇w|2 + U′′(µ)|∇µ|2 +
(

~
2

8
− α2

)

µ|∇2 logµ|2
)

dx= 0,

which provides additional estimates for the solutions if~2/8 > α2. We wish to understand why
system (35)-(36) possessestwo dissipative laws.

A first partial answer was given in [16]. There it was shown that the osmotic velocity emerges
from gauge field theory by introducing the local gauge transformationψ 7→ φ = exp(−iα logµ)ψ,
whereψ is a given quantum state. This transformation leaves the particle density invariant but it
changes the mass fluxnv= −ℑ(ψ∇ψ) according to

nw= −ℑ(φ∇φ) = −ℑ(ψ∇ψ − iαµ∇ logµ) = µ(v+ α∇ logµ).

Our goal is to show that the new velocityw can be interpreted as a special transformation of
(t, µ) and that the HamiltonianH ∗

Q can be interpreted as the Noether current associated to this
transformation.

To this end, we recall some basic facts from classical Noether theory (see, e.g., [5, Chapter 9]).
Let a LagrangianL(t,q, q̇) be given. We introduce the transformationsT(t,q; s) andQ(t,q; s),
wheres> 0 is a parameter, such thatt = T(t,q; 0) andq = Q(t,q; 0). Setting

δt =
∂T
∂s

(t,q; 0), δq =
∂Q
∂s

(t,q; 0),

Taylor’s expansion givesT(t,q) = t + sδt + O(s2) andQ(t,q) = q+ sδq+ O(s2) asγ → 0. For
infinitesimal smalls > 0, we can formulate the transformation ast 7→ t + δt andq 7→ q + δq.
Now, theNoether currentis defined as

J = δt

(

∂L
∂q̇

q̇− L

)

− δq∂L
∂q̇
.

If the Lagrangian densityL(t,q, q̇) is invariant under the above transformation, Noether’s theorem
states that the Noether current is constant along any extremal of the action integral overL.

On the space of probability measures, we define the lifted Noether current as

J (µ, η) = δt
〈∂L

∂η
(µ, η), η

〉

−
〈∂L

∂η
(µ, η), δµ

〉

, (µ, η) ∈ TP ,
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where〈·, ·〉 denotes the dual product in suitable spaces. We prove the following result.

Theorem 15(Noether currents). Let the LagrangianLQ be given by(22). Then

• δt = 1, δµ = 0: J =HQ, defined in(31);
• δt = 1, δµ = α∆µ: J =H ∗

Q , defined in(34).

Proof. The theorem follows by inserting the transformations into the definition of the Noether
current. We recall from (29) that∂LQ/∂η = S, whereS = −∆−1

µ η. Then, ifδt = 1, δµ = 0, we
find that

J =

∫

Rd
Sηdx−LQ =

∫

Rd
µ|∇S|2dx−LQ =HQ.

Next, if δt = 1, δµ = α∆µ, we compute

J =

∫

Rd
(Sη − α∆µS)dx−LQ

=

∫

Rd

(

1
2
µ|∇S|2 + U(µ) + ψ(x) +

~
2

8
µ|∇ logµ|2 + α∇µ · ∇S

)

dx

=

∫

Rd

(

1
2
µ|∇(S + α logµ)|2 +

(

~
2

8
− α2

)

µ|∇ logµ|2 + U(µ) + ψ(x)

)

dx

=H ∗
Q ,

completing the proof. �

Notice that Noether’s theorem, which yields energy conservation, can be applied only ifα = 0,
otherwise we have dissipation of energy. For a classical Noether theory including dissipative
terms, we refer to [7, 27] or the more recent works [12, 13]. The extension of this theory to our
context is an open question.
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