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Abstract. A previously developed algebraic approach to proving entropy production inequalities
is extended to deal with radially symmetric solutions for a class of higher-order diffusion equations
in multiple space dimensions. In application of the method, novel a priori estimates are derived for
the thin-film equation, the fourth-order Derrida-Lebowitz-Speer-Spohn equation, and a sixth-order
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1. Introduction

In the last two decades, there has been a growing interest in the mathematical
analysis of fourth and higher-order nonlinear diffusion equations. Such equations arise,
for instance, in lubrication theory and as models for the electron transport in semi-
conductors; below, we will briefly review several specific examples and their origins in
physics. Rigorous results about the existence of solutions and their qualitative behav-
ior are typically much harder to obtain than in the context of the well-studied second-
order diffusion equations. One of the principal difficulties is the non-applicability of
comparison principles. To substitute for this loss, one has to rely on suitable a priori
estimates.

In [11], the last two authors have proposed a systematic approach to the derivation
of a priori estimates for certain classes of nonlinear evolution equations of even order.
This procedure allows one to determine Lyapunov functionals, which we call entropies
in the following, and to derive integral bounds from their dissipation, called entropy
production inequalities. The developed method has been successfully applied to several
equations in one space dimension. The main idea is to translate the procedure of
integration by parts — which is the core element in most derivations of a priori
estimates — into an algebraic problem about the positivity of polynomials. Roughly
speaking, to each evolution equation, a polynomial in the spatial derivatives of the
solution is associated, and integration by parts allows one to modify the coefficients
of this polynomial. If a suitable change of coefficients can be found that makes the
resulting polynomial nonnegative, then this corresponds (formally) to a proof of an
a priori estimate on the solutions. The key point is that such polynomial decision
problems are well-known in real algebraic geometry, and there exist powerful methods
to solve them.

The approach of [11] can, in principle, be generalized in a straightforward way
to multidimensional higher-order equations by taking all partial derivatives as poly-
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2 Entropies for higher-order equations

nomial variables. However, this leads, even in simple situations, to huge polynomial
expressions, and the corresponding algebraic problem is too complex to be solved
directly, even with the aid of computer algebra systems. The method has been suc-
cessfully adapted to deal with certain multidimensional equations of second order
[15, 19] and fourth order [12, 20], but the systematic extension of the scheme to the
general multidimensional case is still under development. In this paper, we propose
a further adaption that works generally for radially symmetric solutions to higher-
order nonlinear equations of a certain homogeneity. And we prove its practicability
by applying our scheme to the equations (1.1)–(1.3) listed below.

Before describing our main results, we briefly review the example equations. The
first is the fourth-order thin-film equation

∂tU+div(Uβ∇∆U)=0, (1.1)

which models the flow of a thin liquid along a solid surface with film height U(t;x)≥0
(for β=2 or β=3) or the thin neck of a Hele-Shaw flow in the lubrication approxi-
mation (for β=1). For details, we refer to the reviews [2, 21]. The one-dimensional
family of equations has been first analyzed by Bernis and Friedman [1]; for the mul-
tidimensional case, we refer to the work of Dal Passo et al. [7] and references therein.

The other examples we are dealing with arise as approximations of the quantum
diffusion model by Degond et al. In [8], an equation for the dynamics of the electron
density in a plasma has been derived. Although essentially non-local in its nature,
the partial pseudo-differential equation can be developed asymptotically in terms of
the reduced Planck constant ~, and this provides a family of approximative (genuine)
partial differential equations.

The equation for the electron density U(t;x)≥0 obtained at order ~
2 is (after

neglecting electric fields)

∂tU+div

(

U∇
(∆

√
U√
U

)

)

=0. (1.2)

Interestingly, this equation – in one space dimension – also describes the fluctuations
of the interface between the regions of positive and negative particle spins in the
Toom model. It has been derived by Derrida et al. in [9]; we shall therefore refer
to (1.2) as Derrida-Lebowitz-Speer-Spohn (DLSS) equation in the following. It has
been first analyzed in [4] for local positive smooth solutions and then in [14] for global
nonnegative weak solutions. The existence of weak solutions to the multidimensional
equation has been proven recently in [10, 12].

When the non-local quantum diffusion model is expanded to order ~
4, the main

part of the differential operator is of sixth order, and the corresponding equation reads
as

∂tU−div



U∇





d
∑

j,k=1

(1

2
(∂2

jk logU)2 +
1

U
∂2

jk(U∂2
jk logU)

)







=0, (1.3)

The one-dimensional version of (1.3) has been derived in [11]; see Appendix A for the
derivation in the general case. The one-dimensional equations with periodic boundary
conditions have been analyzed in [13].

The objective of this paper is to prove, for radially symmetric smooth positive
solutions U(t) to (1.1), (1.2), or (1.3) satisfying no-flux and Neumann-type boundary
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conditions (see below for the precise conditions), estimates of the type

dEα

dt
[U(t)]+cQα[U(t)]≤0, (1.4)

on a specific range of parameters α, where

Eα[U ]=
1

α(α−1)

∫

Ω

Uαdx, α 6=0,1,

E0[U ]=

∫

Ω

(

U− logU
)

dx, (1.5)

E1[U ]=

∫

Ω

(

U
(

logU−1
)

+1
)

dx.

Above, Ω=Bd ={|x|<1} is the unit ball in R
d, c≥0 is a constant independent of the

solution U , and Qα is a nonnegative functional containing higher-order derivatives of
U . We call Eα an entropy if (1.4) holds with some suitable choice of Qα and c≥0 for
arbitrary solutions U(t) of the evolution equation under consideration. The estimate
(1.4) is referred to as an entropy production inequality, and Qα is the corresponding
entropy production. Inequalities like (1.4) provide a priori bounds for the evolution;
they are a necessary first step in proofs for existence of solutions; and they allow to
describe the equilibration behavior of the solutions.

Entropy production inequalities for the evolution equations reviewed above have
been extensively studied in the literature. Concerning the thin-film equation, with
no-flux and homogeneous Neumann boundary conditions, it has been shown in [3, 7]
that Eα is an entropy if 3/2≤α+β≤3. The same result holds for periodic boundary
conditions [11]. This bound turns out to be sharp, at least in the one-dimensional
case [17]. Moreover, the entropy production Qα in (1.4) can be made explicit: a valid
choice is Qα[U ]=

∫

Ω
|(U (α+β)/2)xx|2dx with a suitable c>0 if 3/2<α+β<3, see [11].

Let U be a smooth solution to the DLSS equation (1.2) with periodic boundary
conditions. Then (1.4) holds with

c=
2p(α)

α2(p(α)−p(0))
, (1.6)

where p(α)=−α2 +2α(d+1)/(d+2)−(d−1)2/(d+2)2, and Qα[U ]=
∫

Ω
(∆Uα/2)2dx

for all 0<α<2(d+1)/(d+2) [12]. In the one-dimensional case, this estimate holds
true for a larger range of values for α, with c=2/α2 for 0<α<4/3 and c=8(3−
2α)/α3 for 4/3<α<3/2.

Entropy estimates for the sixth-order quantum diffusion model (1.3) with periodic
boundary conditions are available only in one space dimension. In fact, it has been
shown in [13] that E1 is an entropy and (1.4) holds for some c>0 and with Q1[U ]=
∫

Ω
((
√
U)2xxx +( 6

√
U)6x)dx.

To our knowledge, no entropy production inequalities (1.4) are available for the
DLSS equation with no-flux and Neumann boundary conditions1 and for the sixth-
order equation with α 6=1. In this paper, we will prove such results for radially
symmetric solutions.

1In one spatial dimension, calculations related to entropy production estimates typically carry
over from one “reasonable” boundary condition to another (e.g. from periodic to no-flux or Neumann
conditions). In dimensions d≥2, this is no longer true since the boundary terms resulting from
integration by parts have a more complicated structure.



4 Entropies for higher-order equations

The advantage of considering radially symmetric solutions U(t;x)=u(t;|x|) — in
comparison to solutions of the full multidimensional problem — is that the reduced
function u(t;r) satisfies an evolution equation with only one spatial variable r>0.
Still, the proof of entropy production inequalities (1.4) is substantially more difficult
than in the genuinely one-dimensional situation considered before [11]. The reason
is that the variable r appears explicitly in the evolution equation. On the algebraic
level, this adds one polynomial variable.

In the following we summarize our main results. Below, Ω=Bd ⊂R
d denotes the

d-dimensional unit ball, and ν is the exterior unit normal vector to ∂Ω.

Theorem 1.1 (Thin-film equation). Let U be a radially symmetric smooth and
positive solution to the thin-film equation with homogeneous Neumann and no-flux
boundary conditions:

∂tU+div(Uβ∇∆U)=0 in Ω, for t>0,

∇U ·ν=Uβ∇∆U ·ν=0 on ∂Ω, for t>0.

Then the functionals Eα, defined in (1.5), are entropies provided that 3/2≤α+β≤3.
In this case, the entropy production inequality (1.4) holds with

c=
16

(α+β)4
(3−α−β)(2(α+β)−3) and Qα[U ]=

∫

Ω

(

∆U (α+β)/2
)2

dx.

The facts that Eα is a Lyapunov functional for 3/2≤α≤3 and that Qα[U ] is an
entropy production, for some unspecified constant c, are well known [7]. The explicit
dependence of the constant c on α and β is new. This dependence is illustrated in
Figure 1.1.

0

0.4

0.8

1.2

c

1.5 2 2.5 3

α + β

Fig. 1.1. Thin-film equation: Values of c as a function of α+β.

Theorem 1.2 (DLSS equation). Let U be a radially symmetric smooth posi-
tive solution to the DLSS equation with homogeneous Neumann and no-flux boundary
conditions:

∂tU+div

(

U∇
(∆

√
U√
U

)

)

=0 in Ω, for t>0,

∇U ·ν=U∇
(∆

√
U√
U

)

·ν=0 on ∂Ω, for t>0.
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Then the functionals Eα, defined in (1.5), are entropies if

d=1,2,3, or 4, and
(
√
d−1)2

d+2
≤α≤ 3

2
,

d=5,6, or 7, and
(
√
d−1)2

d+2
≤α≤ (

√
d+1)2

d+2
,

d≥8 and
d−4

2(d−2)
≤α≤ (

√
d+1)2

d+2
,

and the entropy production inequality (1.4) holds with Qα[U ]=
∫

Ω
(∆Uα/2)2dx and

d=1,2,3 : c=















2p(α)

α2(p(α)−p(0))
for

(
√
d−1)2

d+2
<α≤ 5d+7

3d+6
,

8(3−2α)

α3
for

5d+7

3d+6
<α<

3

2
,

d=4,5,6,7 : c=
2p(α)

α2(p(α)−p(0))
for

(
√
d−1)2

d+2
<α<

(
√
d+1)2

d+2
,

d≥8 : c=















16(d−2)α−8(d−4)

d2α3
for

d−4

2(d−2)
<α≤ d2−5d−8

d2−2d−8
,

2p(α)

α2(p(α)−p(0))
for

d2−5d−8

d2−2d−8
<α<

(
√
d+1)2

d+2
,

where p(α)=−α2 +2α(d+1)/(d+2)−(d−1)2/(d+2)2.

The dependence of c on α is illustrated in Figure 1.2 for various dimensions d. The
values for c for d=4,5,6,7 are the same as those derived in [12]. We are able to improve
the results from [12] in the radially symmetric case for space dimensions d=2,3 and
d≥8, see Figure 1.3. Our main contribution is that the range of parameters α leading
to entropies is larger than in [12].

It is known from [11] that the bounds 0≤α≤3/2 are optimal if d=1. We prove
in Section 5 that in dimension d=2, no entropies exist for α≤0, and that the lower
bound α=(d−4)/(2d−4) is optimal for d≥8.
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Fig. 1.2. DLSS equation: Values of c as a function of d and α.

Theorem 1.3 (Sixth-order quantum diffusion equation). Let U be a radially
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Fig. 1.3. DLSS equation: Values of c as a function of α. The solid line represents the values
from Theorem 1.2, the dashed line those from [12]. Here, l=2(8−

√
15)/17.

symmetric smooth and positive solution to the sixth-order quantum diffusion equation:

∂tU−div



U∇





d
∑

j,k=1

(1

2
(∂2

jk logU)2 +
1

U
∂2

jk(U∂2
jk logU)

)







=0 in Ω, for t>0,

∇U ·ν=U∇
(∆

√
U√
U

)

·ν=U∇





d
∑

j,k=1

(1

2
(∂2

jk logU)2 +
1

U
∂2

jk(U∂2
jk logU)

)



=0 on ∂Ω.

Then the functionals Eα, defined in (1.5), are entropies if

d=1 and 0.1927...≤α≤1.1572... ,

d=2 and 0.2827...≤α≤1.0982... ,

d=3 and 0.3470...≤α≤1.0517... ,

d=4 and 0.3968...≤α≤1.0123... ,

d=5 and 0.4380...≤α≤0.9775...

Moreover, in dimensions d=1,... ,4 and for α=1, the entropy production inequality
(1.4) holds for some c>0 if one chooses

Q1[U ]=

∫

Ω

(

|∇∆
√
U |2 + |∇ 6

√
u|6
)

dx. (1.7)

The bounds for α are roots of certain polynomials and can be determined only
numerically, see Figure 1.4. The Lyapunov property of Eα for α=1 and d=1 is
proved in [13]. The proof of this property for α 6=1 and d>1 as well as the entropy
production inequality are new. Interestingly, it seems that the logarithmic functional
E1 is no longer a Lyapunov functional for the sixth-order equation in (the unphysical)
space dimensions higher than 4. We remark that in dimension d=2, the results from
Section 5 show that there are no entropies if α>4/3.

The paper is organized as follows. The algebraic formalism is developed in Sec-
tion 2. Section 3.2 is devoted to the proof of two auxiliary results about quadratic
polynomials. The proofs for Theorems 1.1 to 1.3 are given in Section 4. In Section
5, a sufficient condition is provided under which Eα is not an entropy. Finally, the
derivation of the quantum diffusion equation (1.3) from the Wigner-BGK model is
outlined in Appendix A and a Mathematica notebook used in the proof of Theorem
1.3 is given in Appendix B.
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Fig. 1.4. Sixth-order quantum diffusion equation: Upper and lower bounds for α depending on
the dimension d.

2. Decision problem and shift polynomials

In this section, we establish the connection between the analytical problem of
proving entropy production inequalities (1.4) and an algebraic problem about the
non-negativity of certain polynomials. This correspondence — which is summarized
in Lemma 2.1 below — constitutes an extension of the ideas previously developed for
entropy estimates in one spatial dimension by the last two authors [11]; see also [17]
for an alternative approach. The proof of the main theorems are then obtained by
solution of the associated algebraic problems.

2.1. Formulation as a decision problem

To start with, we need to introduce some notation. First, observe that U :Ω→R+

is a smooth and positive radially symmetric function if and only if there exists some

u∈U :=
{

u∈C∞([0,1];R+)
∣

∣∂m
r

∣

∣

r=0
u(r)=0 for all odd m∈N

}

such that U(x)=u(r) with r= |x| for all x∈Ω=Bd. We shall refer to u as the (radial)
reduction of U , and to U as the (radially symmetric) extension of u.

Throughout this article, η and ξ1, ξ2,... denote real variables. For k∈N, let Σk

be the linear span of all monomials ηsξp1

1 ···ξpk

k satisfying s+1 ·p1 + ···+k ·pk =k.
Alternatively, one can define Σk as the set of polynomials P in (η,ξ1,... ,ξk) with the
homogeneity property

P (λη,λξ1,λ
2ξ2,... ,λ

kξk)=λkP (η,ξ1,ξ2,... ,ξk) (2.1)

for all λ∈R. To any P ∈Σk, we associate a non-linear differential operator DP of
order less or equal to k by

DP [u,r]=P

(

1

r
,
∂ru

u
(r),... ,

∂k
r u

u
(r)

)

acting on functions u∈U .
The key point behind this formalism is that the reductions u(t;r) of radially

symmetric solutions U(t;x) to the evolution equations under consideration satisfy
equations of the form

∂tu+r−(d−1)∂r

(

rd−1uβ+1DP [u,r]
)

=0, t>0, (2.2)

where β∈R is a parameter, P ∈ΣK−1 and K is order of the equation.
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Example 2.1. Recall the representation of the gradient, divergence and Laplacian
in radial coordinates: If W (x)=w(r) is a radially symmetric function on Ω=Bd, and
er =x/r is the unit vector in radial direction, then

∇xW (x)=wr(r)er, divx(W (x)er)=wr(r)+
d−1

r
w(r)= r−(d−1)∂r

(

rd−1w(r)
)

,

and, in combination,

∆xW (x)=wrr(r)+
d−1

r
wr(r)=:∆rw(r).

For our examples, this leads to the following:

(1) A radially symmetric solution U(t;x)=u(t;r) to the thin-film equation (1.1)
satisfies:

∂tU =−divx(Uβ∇x∆xU)=−divx

[

uβ+1

(

urrr

u
+
d−1

r

(urr

u
− ur

ru

)

)

er

]

.

This equation is of the form (2.2), with

P (η,ξ)= ξ3 +(d−1)
(

ηξ2−η2ξ1
)

.

(2) A radially symmetric solution to the DLSS equation (1.2) satisfies:

∂tU =−divx

[

U∇x

(

∆x

√
U√

U

)

]

=−divx

[

u∂r

(

(
√
u)rr√
u

+
d−1

r

(
√
u)r√
u

)

er

]

=−divx

[

u

(

1

2

urrr

u
− urr

u

ur

u
+

1

2

u3
r

u3
+
d−1

2r

(

urr

u
− u2

r

u2
− ur

ru

))

er

]

.

Also this equation is of the form (2.2), with β=0 and

P (η,ξ)=
1

2

(

ξ3−2ξ2ξ1 +ξ31 +(d−1)(ηξ2−ηξ21 −η2ξ1)
)

.

(3) If U(t;x)=u(t;r) is a radially symmetric solution to the sixth order equa-
tion (1.3), then tedious but straightforward computations show that ∂tU =
divx(uG(u)er), where

G(u)=−6
u5

r

u5
+18

u3
r

u3

urr

u
−11

ur

u

u2
rr

u2
−8

u2
r urrr

u
+3

ur

u

urrrr

u

+5
urr

u

urrr

u
− urrrrr

u

−(d−1)
1

r

(

−6
u4

r

u4
+(2d−7)

1

r

u3
r

u3
+14

u2
r

u2

urr

u
+(3d−8)

1

r2
u2

r

u2
−4

u2
rr

u2

−3(d−4)
1

r

ur

u

urr

u
−6

ur

u

urrr

u
+3(d−3)

1

r3
ur

u
−3(d−3)

1

r2
urr

u

+(d−5)
1

r

urrr

u
+2

urrrr

u

)

.

In principle, one can easily deduce the correct choice of P from here.
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Equation (2.2) is supplemented by initial conditions at t=0,

u(0,r)=u0(r). (2.3)

For the fourth order equations (K=4), homogeneous Neumann and no-flux boundary
conditions are assumed,

ur(r)=0, rd−1DP [u,r]=0 at r=0 and r=1. (2.4)

An additional boundary conditions will be specified for the sixth order equation (1.3),
when K=6.

Notice that the Neumann condition at r=0 is already implied by u∈U . On the
other hand, the no-flux condition at r=0 is in general not trivially satisfied since
DP [u,r] might contain terms with negative powers of r. More precisely, the condition
is that

lim
r↓0

(

rd−1DP [u,r]
)

=0.

In terms of the radially symmetric extension U(t;x)=u(t;r), the homogeneous Neu-
mann and no-flux boundary conditions (2.4) for an equation of the form ∂tU =
divx(Uβ+1G(U)) correspond to

ν ·∇U(t;x)=0, ν ·Uβ+1G(U)=0 for all x∈∂Ω and t>0,

with ν=er denoting the outer normal vector at the boundary of the unit sphere.
For radially symmetric solutions U(t;x)=u(t;r), the entropy functionals in (1.5)

become

Eα[U(t)]=
ωd

α(α−1)

∫ 1

0

u(t;r)αrd−1dr,

where ωd is the surface of the unit sphere in R
d. For the time derivative along (2.2),

one calculates

d

dt
Eα[U(t)]=

ωd

α−1

∫ 1

0

u(t;r)α−1∂tu(t;r)r
d−1dr

=−ωd

∫ 1

0

uα+β

(

−∂ru

u

)

P

(

1

r
,
∂ru

u
,...,

∂K−1
r u

u

)

rd−1dr, (2.5)

where the no-flux boundary conditions in (2.4) have been taken into account. The
integrand in (2.5) is again of polynomial structure: defining S0∈ΣK by

S0(η,ξ)=−ξ1P (η,ξ1,... ,ξK−1),

one can write

d

dt
Eα[U(t)]=−ωdI0[u(t)] with I0[u(t)] :=

∫ 1

0

u(t;r)α+β DS0
[u(t),r]rd−1dr. (2.6)

Following [11], we call S0 the canonical symbol that characterizes the dissipation of
Eα by (2.2).

Recall that the primary goal is to identify — for a given equation of the form
(2.2) — those entropies Eα which are monotone in time along all smooth radially
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symmetric solutions. Thus, we wish to determine values α∈R such that the corre-
sponding functional I0 in (2.6) is nonnegative on U . To prove nonnegativity, we apply
integration by parts to the integral expression for I0 in a systematic way that we
explain now.

Let γ∈R and a polynomial R∈ΣK−1 be given. Introduce the divergence T = δγR
as the unique element T ∈ΣK which satisfies

∂r

(

rd−1u(r)γ DR[u,r]
)

= rd−1u(r)γ DT [u,r]

for all u∈U . Formally, δγ :ΣK−1→ΣK is a linear map that acts on monomials
R(η,ξ)=ηsξp1

1 ···ξpK−1

K−1 as follows,

δγR(η,ξ)=
[

(d−1−s)η+(γ−p1−···−pK−1)ξ1 +p1
ξ2
ξ1

+ ···+pK−1
ξK
ξK−1

]

R(η,ξ).

(2.7)

For S=S0 +T with T = δγR, where γ=α+β and R∈ΣK−1, it follows by the funda-
mental theorem of calculus that

I[u] :=

∫ 1

0

u(r)α+β DS [u,r]rd−1dr=

∫ 1

0

u(r)α+β
(

DS0
[u,r]+DT [u,r]

)

rd−1dr

= I0[u]+
[

u(r)α+β DR[u,r]rd−1
]r=1

r=0
.

Assuming that u satisfies boundary conditions which imply in particular that

rd−1DR[u,r]=0 at r=1 and for r ↓0, (2.8)

then I[u]= I0[u], i.e., the replacement S0 7→S=S0 +T modifies the integrand but
does not change the value of the integral. Hence, if there exists an R∈ΣK−1 for
which S=S0 +δα+βR is a nonnegative polynomial, then it follows that I0[u]= I[u] is
nonnegative for all u∈U that satisfy (2.8). Consequently, if the boundary conditions
(2.4) for (2.2) imply (2.8), then Eα[U(t)] is monotone in time for all smooth radially
symmetric solutions.

In practice, it is more convenient to work directly with the polynomials T =
δγR∈ΣK rather than with their pre-images R∈ΣK−1. Let R1 to Rm be a collection
of linearly independent polynomials in ΣK−1 for which (2.8) holds; we refer to Section
2.2 below for details on how to select appropriate R’s. Denote by T1 = δγR1 to Tm =
δγRm their respective divergences, which can be explicitly calculated using the rule
(2.7) above. In analogy to [11], we call them shift polynomials. In conclusion of our
discussion, the following is now obvious.
Lemma 2.1. If the algebraic decision problem

∃c1,... ,cm ∈R :∀(η,ξ)∈R
K+1 :

(

S0 +c1T1 + ···+cmTm

)

(η,ξ)≥0 (2.9)

can be solved affirmatively, then Eα is a Lyapunov functional for (2.2). Algebraic
decision problems of the type (2.9) are solvable in an algorithmic way; this is discussed
in Section 3 below. We remark that it would suffice to prove (2.9) for all ξ∈R

K and
positive η∈R only, since η=1/r>0. However, since both S0 and the Tj satisfy the
homogeneity property (2.1) with an even K, their values at (η,ξ) and (−η,−ξ) agree;
thus, (2.9) is true under the restriction η>0 if and only if it is true without this
restriction. We prefer to work directly with (2.9).
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2.2. Determination of the shift polynomials

The next goal is the following. For the boundary conditions at ∂Ω as prescribed in
Theorems 1.1 to 1.3, we shall compose a list of linearly independent shift polynomials
T ∈ΣK . Recall that shift polynomials are divergencies T = δγR of polynomials R∈
ΣK−1 satisfying the relations (2.8). Consequently, the key is to characterize these
R in a systematic way and select among all of them those, which satisfy (2.8) in all
dimensions d≥1 and give rise to “useful” (in a specific sense explained below) shift
polynomials.

To begin with, we discuss the case K=4 of the DLSS and the thin film equation.
First, we use that fact that u∈U satisfies homogeneous Neumann boundary conditions,

ur(0)=ur(1)=0. (2.10)

We wish to find all polynomials R∈ΣK−1 =Σ3 for which (2.8) holds. To this end,
observe that

(

rd−1DR[u,r]
)∣

∣

r=1
=R

(

1,0,
urr(1)

u(1)
,...
)

.

Observe further that R(1,0,ξ2,ξ3)=0 for arbitrary ξ2 and ξ3 if and only if R can be
factored in the form R(η,ξ1,ξ2,ξ3)= ξ1Q(η,ξ1,ξ2) with some Q∈Σ2. Among polyno-
mials R of this type, it remains to single out those for which also

lim
r↓0

(

rd−1DR[u,r]
)

=0. (2.11)

Since Σ2 is spanned by ξ2, ξ
2
1 , ηξ1, and η2, we need to investigate (2.11) for R1 = ξ1ξ2,

R2 = ξ31 , R3 =ηξ21 , and R4 =η2ξ, respectively. Since R1 and R2 are independent of η,
both satisfy (2.11). Further, by l’Hospital’s rule, and since ur(0)=0 and d≥1,

lim
r↓0

(

rd−1DR3
[u,r]

)

=lim
r↓0

(ur(r)

r

rd−1ur(r)

u(r)2

)

=
ur(0)urr(0)

u(0)2
lim
r↓0

rd−1 =0,

lim
r↓0

(

rd−1DR4
[u,r]

)

=lim
r↓0

(ur(r)

r

rd−2

u(r)2

)

=
urr(0)

u(0)
lim
r↓0

rd−2.

The second limit does not vanish in dimensions d=1 and d=2. Therefore, we shall
not use R4 for further computations.

According to (2.7), the corresponding shift polynomials are

T1(η,ξ)= δα+βR1(η,ξ)=(α+β−2)ξ21ξ2 +ξ1ξ3 +ξ22 +(d−1)ηξ1ξ2, (2.12)

T2(η,ξ)= δα+βR2(η,ξ)=(α+β−3)ξ41 +3ξ21ξ2 +(d−1)ηξ31 , (2.13)

T3(η,ξ)= δα+βR3(η,ξ)=(α+β−2)ηξ31 +(d−2)η2ξ21 +2ηξ1ξ2. (2.14)

This finishes the discussion of the homogeneous Neumann boundary conditions (2.10)
for equations of order K=4.

Next, we continue to assume K=4, and we recall that u∈U also satisfies no-flux
boundary conditions, i.e.,

rd−1DP [u,r]=0 at r=0 and r=1

with the corresponding polynomials P ∈Σ3 given in Example 2.1 (A) and (B). Thus,
trivially, P itself satisfies (2.8), giving rise to the shift polynomial T4 = δα+βP . How-
ever, it is easily seen that T4 is of no use for our calculations: The coefficient of ξ3 in
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the polynomial P is positive, so the coefficient of ξ4 in T4 is positive as well. Recalling
that S0 =−ξ1P does not contain ξ4 at all, it follows that S=S0 +c4T4 diverges to
−∞ as ξ4→±∞ if c4 ≶0 (keeping η, ξ1, ξ2 and ξ3 fixed). Hence, for S=S0 +c4T4

to have a definite sign, it is required that c4 =0. Consequently, we omit T4 in the
following.

Remark 2.2. The argument is not completely conclusive, since there could be an-
other shift polynomial T5∈Σ4 for which T4 +T5 is non-trivial and does not contain
ξ4. In fact, this cannot happen in the context of radially symmetric solutions, but
cancellations of this type do occur when dealing with general multi-dimensional solu-
tions.

We turn to the sixth-order equation (1.3) and start again with the discussion of
homogeneous Neumann boundary conditions (2.10). Arguing as for K=4 above, it
suffices to consider polynomials R of the form Ri(ξ,η)= ξ1Q(ξ,η) with Q∈ΣK−2 =Σ4,
There are 12 such polynomials, listed in Table 2.1 below.

Remark 2.3. Observe that the 5-tuples (p1,... ,p5) in the table represent precisely
the integer partitions of 5−s with p1≥1. Generally, for a differential operator of
order K, one would find (K−1)-tuples of integer partitions. This indicates the rapid
growth of the number of shift polynomials with K.

# s p1 p2 p3 p4 p5

1 0 5 0 0 0 0
2 0 3 1 0 0 0
3 0 1 2 0 0 0
4 0 2 0 1 0 0
5 0 1 0 0 1 0
6 1 4 0 0 0 0
7 1 2 1 0 0 0
8 1 1 0 1 0 0
9 2 3 0 0 0 0
10 2 1 1 0 0 0
11 3 2 0 0 0 0
12 4 1 0 0 0 0

Table 2.1. Exponents of the monomials ηsξp1

1
···ξp5

5
satisfying s+p1 +2p2 + ···+5 ·p5 =5 and

p1 ≥1.

We investigate the limits (2.11) corresponding to these Ri. For R8 =ηξ1ξ3,
R9 =η2ξ31 , R10 =η2ξ1ξ2, R11 =η3ξ21 , and R12 =η4ξ1, respectively, one obtains by
l’Hospital’s rule (using that ur(0)=urrr(0)=0 for all u∈U) that

lim
r↓0

(

rd−1DR8
[u,r]

)

=lim
r↓0

(ur(r)

r

rd−1urrr(r)

u(r)2

)

=
urr(0)urrrr(0)

u(0)2
lim
r↓0

rd =0,

lim
r↓0

(

rd−1DR9
[u,r]

)

=lim
r↓0

(ur(r)
3

r3
rd

u(r)3

)

=

(

urr(0)

u(0)

)3

lim
r↓0

rd =0,

lim
r↓0

(

rd−1DR10
[u,r]

)

=lim
r↓0

(ur(r)

r

rd−2urr(r)

u(r)2

)

=

(

urr(0)

u(0)

)2

lim
r↓0

rd−2,
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lim
r↓0

(

rd−1DR11
[u,r]

)

=lim
r↓0

(ur(r)
2

r2
rd−2

u(r)2

)

=

(

urr(0)

u(0)

)2

lim
r↓0

rd−2,

lim
r↓0

(

rd−1DR12
[u,r]

)

=lim
r↓0

(ur(r)

r

rd−4

u(r)

)

=
urr(0)

u(0)
lim
r↓0

rd−4.

The limits corresponding to R10, R11 and R12 do not vanish in general in dimensions
d=1 or d=2; we thus shall not use these mononomials directly for the derivation
of shift polynomials; however, we will employ a suitable linear combination of them
below. Omitting the analogous calculation, we remark that (2.11) is also satisfied for
R6 =ηξ41 and R7 =ηξ21ξ2 in d≥1. For all the remaining monomials R1 to R5, property
(2.11) holds trivially since these Ri are independent of η.

Since equation (1.3) is of sixth order, additional boundary conditions can be
imposed. We choose

∇
(

∆
√
U√
U

)

·ν=0 on ∂Ω.

In terms of the reduction u, this means that we assume

urrr(r)

u(r)
+(d−1)

urr(r)

ru(r)
=0 at r=1. (2.15)

There are polynomials R∈Σ5 for which rd−1DR[u,r] vanishes for r ↓0 and at r=1
because of (2.15), and not on grounds of the homogeneous Neumann conditions alone.
In analogy to the case of Neumann boundary data, these polynomials can be written
in the form R(η,ξ)=(ξ3 +(d−1)ξ2η)Q(η,ξ) with an appropriate Q∈Σ2. There is no
need to consider Q= ξ21 , since then R contains ξ1 as a factor, and this has already
been investigated above. It is easily seen that the choice R=(ξ3 +(d−1)ηξ2)η

2 does
not satisfy (2.8) in dimension d=1. On the other hand, R∗ =(ξ3 +(d−1)ηξ2)ξ2 gives

lim
r↓0

(

rd−1DR∗
[u,r]

)

=lim
r↓0

rd−1urr(r)urrr(r)

u(r)2
+

(

urr(0)

u(0)

)2

lim
r↓0

rd−2

=
urr(0)urrrr(0)

u(0)2
lim
r↓0

rd +

(

urr(0)

u(0)

)2

lim
r↓0

rd−2.

While the first term vanishes in all dimensions d≥1, the second diverges for d=1 or
is finite but generally nonzero for d=2. However, it can be annihilated by a suitable
linear combination of R10 and R11. Indeed, replacing R10 by

R′
10(η,ξ) :=(d−1)η2ξ1ξ2−2(d−1)η3ξ21 +(ξ3 +(d−1)ηξ2)ξ2,

it is now easily verfied that R′
10 has the property (2.8). Finally, the shift polynomial

arising from the no-flux boundary condition is neglected for the same reason as in the
case K=4 above.

In summary, we shall use the following expressions for the definition of the shift
polynomials:

R1 = ξ51 , R2 = ξ31ξ2, R3 = ξ1ξ
2
2 , R4 = ξ21ξ3, R5 = ξ1ξ4,

R6 =ηξ41 , R7 =ηξ21ξ2, R8 =ηξ1ξ3, R9 =η2ξ31 ,

R′
10 = ξ2ξ3 +(d−1)(η2ξ1ξ2−2η3ξ21 +ηξ22).
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The corresponding shift polynomials read as follows:

T1(η,ξ)=(α+β−5)ξ61 +5ξ41ξ2 +(d−1)ηξ51 , (2.16)

T2(η,ξ)=(α+β−4)ξ41ξ2 +3ξ21ξ
2
2 +ξ31ξ3 +(d−1)ηξ31ξ2, (2.17)

T3(η,ξ)=(α+β−3)ξ21ξ
2
2 +ξ32 +2ξ1ξ2ξ3 +(d−1)ηξ1ξ

2
2 , (2.18)

T4(η,ξ)=(α+β−3)ξ31ξ3 +2ξ1ξ2ξ3 +ξ21ξ4 +(d−1)ηξ21ξ3, (2.19)

T5(η,ξ)=(α+β−2)ξ21ξ4 +ξ1ξ5 +ξ2ξ4 +(d−1)ηξ1ξ4, (2.20)

T6(η,ξ)=(α+β−4)ηξ51 +4ηξ31ξ2 +(d−2)η2ξ41 , (2.21)

T7(η,ξ)=(α+β−3)ηξ31ξ2 +2ηξ1ξ
2
2 +ηξ21ξ3 +(d−2)η2ξ21ξ2, (2.22)

T8(η,ξ)=(α+β−2)ηξ21ξ3 +ηξ2ξ3 +ηξ1ξ4 +(d−2)η2ξ1ξ3, (2.23)

T9(η,ξ)=(α+β−3)η2ξ41 +3η2ξ21ξ2 +(d−3)η3ξ31 , (2.24)

T10(η,ξ)= ξ2ξ4 +ξ23 +(α+β−2)ξ1ξ2ξ3 +3(d−1)ηξ2ξ3 +(d−1)(α+β−2)ηξ1ξ
2
2

+(d−1)η2ξ1ξ3 +(d−1)2η2ξ22 +(d−1)(α+β−2)η2ξ21ξ2 (2.25)

+(d−1)(d−7)η3ξ1ξ2−2(d−1)(α+β−2)η3ξ31 −2(d−1)(d−4)η4ξ21 .

3. Solution of the algebraic problem

We discuss the solution of the algebraic problem derived in the previous section
and we solve two easy quantifier elimination problems.

3.1. Quantifier elimination and sum of squares

The algebraic problem stated in Lemma 2.1 is of quantifier elimination type: one
is given a statement about a polynomial inequality with quantifiers over certain poly-
nomial variables, and one wishes to find an equivalent formula in which all quantified
variables are eliminated. Specifically, in (2.9), all variables except α are quantified,
and one wants to derive a statement that involves α only. The latter statement
provides the range of parameter value α such that Eα is an entropy.

Problems of this kind have been studied extensively in (real) algebraic geometry.
In his pioneering work [22], Tarski has proven that a quantified formula for polynomial
inequalities can be reduced to a quantifier free formula (for another set of polynomial
inequalities) in an algorithmic way. He even proposed such an algorithm, which,
however, is rather impractical. Nowadays, a variety of computer algebra tools are
available that perform quantifier elimination efficiently. Most of them are based on
cylindrical algebraic decomposition (CAD), which was originally introduced by Collins
[6] and has since then been improved by various authors. Quantifier elimination
performed by a computer with such an algorithm is equivalent to a genuine proof (to
the extend to which one is willing to accept computer-aided proofs at all).

For the solution of the problems arising in the proofs of Theorems 1.1 to 1.3, we
have made use of the command Reduce provided by the computer algebra software
Mathematica, which uses an implementation of CAD. For Theorems 1.1 and 1.2, it
has a posteriori — i.e., knowing from the Mathematica’s result what the solution
should be — been possible to write down an explicit proof, choosing suitable values
for the variables ci and applying Lemma 3.1 and 3.2 below. For Theorem 1.3, the
effort of giving an explicit proof would have been too large, so instead, the output of
Mathematica is presented in Appendix B.

A remark on the (im)possible extension of our method to more complicated equa-
tions is in order here. The main problem with the CAD-based algorithms is that their
complexity grows doubly exponentially in the number of polynomial variables (novel
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algorithms with single exponential complexity, see e.g. [5], are not yet implemented).
This limits the type of problems that can be dealt with in practice. The calculations
involved in the computer-aided proof of Theorem 1.3 appear to be already at the
edge of feasability. In fact, the solution with Mathematica was only possible after
performing a priori simplifications of the problem. Entropy calculations for PDEs of
order K=8 are currently out of reach.

An alternative — more efficient but less rigorous — approach to the solution of
the specific decision problem (2.9) is provided by sum-of-squares (SOS) decomposi-
tions. Instead of verifying the existence of decision variables c1 to cm for which the
polynomial Sc :=S0 +c1T1 + ···+cmTm is non-negative for all (η,ξ)∈R

K+1, one tries
to determine specific values of the ci such that Sc can be written as the sum of squares
of polynomials in (η,ξ). The existence of such an SOS decomposition for Sc clearly
implies its non-negativity, but it is in general far from being equivalent. The reformu-
lation of (2.9) as an SOS problem allows for its approximate solution by application
of efficient numerical optimization tools, also in situations where the complexity for
CAD would be by far too high.

In contrast to the quantifier elimination algorithms discussed before, the numeri-
cal SOS method never delivers a proof of the statement, and its results will in general
be sub-optimal due to the non-equivalence of positivity and the existence of a SOS de-
composition. However, the SOS approach often reveals invaluable information about
the suitable choice of the decision variables ci, and this information can later be used
for the simplification in the (rigorous) quantifier elimination. For a priori simplifica-
tions in the proof of Theorem 1.3, we have employed the Matlab tool yalmip [18],
see Remark 4.1.

3.2. Two auxiliary lemmas

In this section, we solve two easy quantifier elimination problems by elementary
means. These results will be useful later to perform the proofs for Theorems 1.1 and
1.2 completely explicitly, and to reduce the computational effort for proving Theorem
1.3 with computer aid.
Lemma 3.1. Let

P (η,ξ1,ξ2)=a1ξ
4
1 +a2ξ

2
1ξ2 +a3ξ

2
2 +a4ηξ

3
1 +a5η

2ξ21 +a6ηξ1ξ2

be a polynomial with real coefficients. Then the quantified formula

∀(η,ξ1,ξ2)∈R
3 : P (η,ξ1,ξ2)≥0 (3.1)

is equivalent to the quantifier free formula

either a3>0 and
[

(4a3a5−a2
6>0 and 4a1a3a5−a3a

2
4−a2

2a5−a1a
2
6 +a2a4a6≥0) or

(4a3a5−a2
6 =2a4a3−a2a6 =0 and 4a3a1−a2

2≥0)
]

(3.2)

or a3 =0 and a2 =a6 =0 and
[

(a5>0 and 4a5a1−a2
4≥0) or (a4 =a5 =0 and a1≥0)

]

.

Proof. The polynomial P is nonnegative on the hyperplane ξ1 =0 if and only if
a3≥0. For ξ1 6=0, formula (3.1) is equivalent to the statement that the quadratic
polynomial

p(x1,x2)=a1 +a2x2 +a3x
2
2 +a4x1 +a5x

2
1 +a6x1x2
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is nonnegative for all real values x1 =η/ξ1 and x2 = ξ2/ξ
2
1 . For fixed x∗1 ∈R, the

quadratic polynomial in x2,

p(x∗1,x2)=(a1 +a4x
∗
1 +a5(x

∗
1)

2)+(a2 +a6x
∗
1)x2 +a3x

2
2,

is nonnegative if and only if

either a3>0 and q1(x
∗
1) :=4a3(a1 +a4x

∗
1 +a5(x

∗
1)

2)−(a2 +a6x
∗
1)

2≥0

or a3 =0 and q2(x
∗
1) :=a2 +a6x

∗
1 =0 and q3(x

∗
1) :=a1 +a4x

∗
1 +a5(x

∗
1)

2≥0.
(3.3)

Therefore, p(x1,x2) is nonnegative if and only if q1(x1)≥0 or if q2(x1)=0 and q3(x1)≥
0 for all x1∈R. The polynomial

q1(x1)=4a3a1−a2
2 +2(2a3a4−a2a6)x1 +(4a3a5−a2

6)x
2
1

is nonnegative if and only if

either 4a3a5−a2
6>0 and (4a3a5−a2

6)(4a3a1−a2
2)−(2a3a4−a2a6)

2≥0

or 4a3a5−a2
6 =2a4a3−a2a6 =0 and 4a3a1−a2

2≥0.

The polynomial q2 vanishes on R if and only if a2 =a6 =0, and q3(x1)=a1 +a4x1 +
a5x

2
1 is nonnegative if and only if

either a5>0 and 4a5a1−a2
4≥0

or a4 =a5 =0 and a1≥0.

Inserting these statements into (3.3) yields (3.2).
Lemma 3.2. Let the polynomial P (x)= b0 +b1x+b2x

2 with b2≥0 and real numbers
z1<z2 be given. Then the quantified formula

∃x∈ (z1,z2) : P (x)≤0 (3.4)

is equivalent to the quantifier free expression

either b2>0 and
[

b0 +b1z1 +b2z
2
1 <0 or (4b0b2−b21≤0 and 2b2z1 +b1<0)

]

and
[

b0 +b1z2 +b2z
2
2 <0 or (4b0b2−b21≤0 and 2b2z2 +b1>0)

]

or b2 =0 and
[

(b1>0 and b0 +b1z1<0) or (b1<0 and b0 +b1z2<0)

or (b1 =0 and b0≤0)
]

.

(3.5)

Proof. First assume that b2>0. Then the quadratic polynomial P is nonpositive
in some interval if and only if 4b0b2−b21≤0 and exactly for those x which lie in
between the two real roots x± =(±

√

b21−4b0b2−b1)/2b2. The statement (3.4) is then
equivalent to z1<x+ and z2>x−, which can be rephrased as the first two lines of
(3.5). Indeed, if z1 +b1/2b2<0 then z1<x+ is always satisfied, and if z1 +b1/2b2≥0
then z1<x+ is equivalent to b0 +b1z1 +b2z

2
1 <0. Notice that this inequality is satisfied

only if 4b0b2−b21≤0.
If b2 =0, then P is linear. If additionally b1 =0, (3.4) is equivalent to b0≤0.

Therefore, let b1 6=0. Then P vanishes at x0 =−b0/b1, and (3.4) is equivalent to
z1<x0 (if b1>0) or z2>x0 (if b1<0). This leads to the last two lines of (3.5).

4. Proofs of the theorems
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4.1. Proof of Theorem 1.1

By Example 2.1 (A) and (2.6), the canonical symbol of (1.1) reads as follows:

S0(η,ξ)=−ξ1ξ3−(d−1)ηξ1ξ2 +(d−1)η2ξ21 .

We have to solve the decision problem

∃c1,c2,c3∈R :∀(η,ξ1,ξ2,ξ3)∈R
4 :S(η,ξ)=(S0 +c1T1 +c2T2 +c3T3)(η,ξ)≥0, (4.1)

where the shift polynomials T1, T2, and T3 are given by (2.12)-(2.14).
This problem can be simplified. Indeed, the variable ξ3 appears in S only in the

term ξ1ξ3, and its coefficient −1+c1 has to vanish; otherwise, S(η,ξ) would become
negative for ξ1≡1 and ξ3→±∞ if c1 ≶1. Thus, c1 =1, and the decision problem
reduces to finding c2, c3∈R such that for all (η,ξ)=(η,ξ1,ξ2)∈R

3,

S(η,ξ)=(S0 +T1 +c2T2 +c3T3)(η,ξ)

=a1ξ
4
1 +a2ξ

2
1ξ2 +a3ξ

2
2 +a4ηξ

3
1 +a5η

2ξ21 +a6ηξ1ξ2≥0,

where, setting γ=α+β,
a1 =(γ−3)c2, a2 =γ−2+3c2, a3 =1,
a4 =(γ−2)c3 +(d−1)c2, a5 =(d−2)c3 +d−1, a6 =2c3.

In this proof, we perform the quantifier elimination explicitly, without computer aid.
By Lemma 3.1, this decision problem is equivalent to either

0<4a3a5−a2
6 =−4(c3 +1)(c3−d+1)=:−4C, (4.2)

0≤ q(c2,c3) :=4a1a3a5−a3a
2
4−a2

2a5−a1a
2
6 +a2a4a6 (4.3)

=
(

9C−(d−3c3−1)2
)

c22 +2Cγc2 +(γ−2)2C

or

0=4a3a5−a2
6 =−4(c3 +1)(c3−d+1), (4.4)

0=2a3a4−a2a6 =2c2(d−3c3−1), (4.5)

0≤4a1a3−a2
2 =4(γ−3)c2−(3c2 +γ−2)2 (4.6)

=−9
(

c2 +
γ

9

)2

+
8

9
(3−γ)

(

γ− 3

2

)

.

First, we solve (4.4)-(4.6). Equation (4.5) yields c2 =0 or c3 =(d−1)/3. Because of
(4.4), the latter case is only possible if d=1. Let c2 =0. Then (4.6) is fulfilled if and
only if γ=2. On the other hand, if c3 =(d−1)/3 (and hence, d=1), the largest range
for γ fulfilling (4.6) is obtained by choosing the maximizing value c2 =−γ/9. With
this choice, (4.6) is fulfilled if and only if 3/2≤γ≤3. This shows that (4.4)-(4.6) holds
for some c2, c3∈R if and only if d=1 and 3/2≤γ≤3 or if d>1 and γ=2.

Next, we solve (4.2)-(4.3). The first inequality implies that −1<c3<d−1. For
any fixed c3, the polynomial q(c2,c3) is quadratic in c2 with a strictly negative leading
coefficient (since C<0 by (4.2)). Thus, there exists c2∈R such that q(c2,c3)≤0 if
and only if the discriminant of q(·,c3) is nonnegative:

0≤
(

2Cγ
)2−4

(

9C−(d−3c3−1)2
)

(γ−2)2C=4C∆(c3),

where

∆(c3)=γ2c23 +3(γ−2)2(d−4−γ2d)c3 +(γ−2)2(d−1)(d+8)+γ2−γ2d.
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Since C<0, the discriminant is nonnegative if and only if the quadratic polynomial
∆(c3) is nonpositive for some −1<c3<d−1. By Lemma 3.2, this is the case if either
d=1 and 3/2<γ<3 or d>1 and 3/2≤γ≤3. Thus, there exist c2∈R, c3∈ (−1,d−1)
such that (4.2)-(4.3) holds if and only if 3/2≤γ≤3. This shows that Eα are entropies
for all 3/2≤α+β≤3.

We wish to quantify the constant c>0 in the entropy production inequality (1.4)
for the choice

Qα[U ]=

∫

Ω

(

∆Uγ/2
)2

dx=ωd

∫ 1

0

uγ DW [u,r]rd−1dr.

The symbol W that characterizes Qα is

W (η,ξ)=
(γ

2

)2(γ

2
−1
)2

ξ41 +2
(γ

2

)2(γ

2
−1
)

ξ21ξ2 +
(γ

2

)2

ξ22

+2(d−1)
(γ

2

)2(γ

2
−1
)

ηξ31 +(d−1)2
(γ

2

)2

η2ξ21 +2(d−1)
(γ

2

)2

ηξ1ξ2.

We wish to find the largest c>0 for which there exist c2, c3∈R such that for all
(η,ξ)=(η,ξ1,ξ2)∈R

3 it holds

Sc(η,ξ)=(S−cW )(η,ξ)=a1ξ
4
1 +a2ξ

2
1ξ2 +a3ξ

2
2 +a4ηξ

3
1 +a5η

2ξ21 +a6ηξ1ξ2≥0,

where

a1 =(γ−3)c2−c
(γ

2

)2(γ

2
−1
)2

,

a2 =γ−2+3c2−2c
(γ

2

)2(γ

2
−1
)

,

a3 =1−c
(γ

2

)2

,

a4 =(γ−2)c3 +(d−1)c2−2c(d−1)
(γ

2

)2(γ

2
−1
)

,

a5 =(d−2)c3 +d−1−c(d−1)2
(γ

2

)2

,

a6 =2c3−2c(d−1)
(γ

2

)2

.

We consider the cases a3>0 and a3 =0 separately. First, let a3 =0, which is equivalent
to c=4/γ2. By Lemma 3.1, we find that a2 =a6 =0, which gives c2 =0 and c3 =d−1.
Furthermore, we obtain a5 =0. Hence, by the same lemma, a4 =0 and a1 =−(γ/2−
1)2≥0, implying that γ=2. Next, let a3>0. By Lemma 3.1, the nonnegativity of Sc

for certain values c, c2, and c3 is equivalent to either

0<4a3a5−a2
6 =−(c3−d+1)(4c3−γ2dc+4)=:−E, (4.7)

0≤ q(c2,c3,c) :=4a1a3a5−a3a
2
4−a2

2a5−a1a
2
6 +a2a4a6 (4.8)

=
1

4−γ2c

(

9E−(2d−2−6c3 +γ2(d−1))2c
)

c22 +
E

2
γc2 +

E

4
(γ−2)2
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or

0=4a3a5−a2
6 =−(c3−d+1)(4c3−γ2cd+4), (4.9)

0=2a3a4−a2a6 = c2
(

2d−2−6c3 +γ2c(d−1)
)

, (4.10)

0≤4a1a3−a2
2 =−9c22 +

γ

2
(γ2c−4)+

1

2
(γ−2)2(γ2c−4) (4.11)

=−9
(

c2−
γ

36
(γ2c−4)

)2

+
1

144
(γ2c−4)

(

γ4c+32γ2 +144(1−γ)
)

.

First, we solve (4.9)-(4.11). We obtain a maximal value for c by choosing c2 =γ(γ2c−
4)/36. Since a3 =1−γ2c/4>0 by assumption, we have c2<0. With this choice of
c2, condition (4.11) implies that c≤16(2γ−3)(3−γ)/γ4. Furthermore, by (4.10),
c3 =(d−1)(γ2c+2)/6. Condition (4.9) can be satisfied only if d=1.

Next, we consider (4.7)-(4.8). The polynomial q(·,c3,c) is quadratic in c2 with
a negative leading coefficient (since a3>0). Hence, there exists c2∈R such that
q(c2,c3,c) is nonnegative if and only if its discriminant D(c3,c)=E∆0(c3,c)/4 is non-
negative, where E<0 (by (4.7)) and

∆0(c3,c)=4γ2c23 +
(

8γ2 +12(γ−2)2(d−4)−4γ2d−γ4cd
)

c3

+4(γ−2)2(d−1)(d+8)−4γ2d+4γ2−4γ2c(γ−2)2(d−1)2−γ4cd+γ4cd2

is a quadratic polynomial in c3. Applying Lemma 3.2, we find that

if d=1 and γ∈
(

3

2
,3

)

: c<
16

γ4
(2γ−3)(3−γ);

if d>1 and γ∈
(

3

2
,3

)

\{2} : c≤ 16

γ4
(2γ−3)(3−γ).

The case a3 =0 provides the choice γ=2 with c=16/γ4 =1. This proves the theorem.

4.2. Proof of Theorem 1.2

By Example 2.1 (B), the canonical symbol S0 for entropy dissipation along the
DLSS equation (1.2) is given by

S0(η,ξ)=−1

2
ξ1ξ3 +ξ2ξ

2
1 −

1

2
ξ41 −

1

2
(d−1)ηξ1(ξ2−ξ21 −ηξ1).

Again, we have to solve the decision problem (4.1). The same argument as in the
previous subsection shows that c1 =1. Thus, we wish to find c2, c3∈R such that for
all (η,ξ)=(η,ξ1,ξ2)∈R

3,

2S(η,ξ)=a1ξ
4
1 +a2ξ

2
1ξ2 +a3ξ

2
2 +a4ηξ

3
1 +a5η

2ξ21 +a6ηξ1ξ2≥0,

where
a1 =(α−3)c2−1, a2 =α+3c2, a3 =1,
a4 =(α−2)c3 +(d−1)(c2 +1), a5 =(d−2)c3 +d−1, a6 =2c3.

According to Lemma 3.1, the above decision problem is equivalent to either

0<4a3a5−a2
6 =−4(c3 +1)(c3−d+1)=:−4C, (4.12)

0≤ q(c2,c3) :=4a1a3a5−a3a
2
4−a2

2a5−a1a
2
6 +a2a4a6 (4.13)

=
(

9C−(d−3c3−1)2
)

c22−2
(

d2 +4d+(d−7)c3−5−αC
)

c2

+α2C−d2−2d+4c3 +3
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or

0=4a3a5−a2
6 =−4(c3 +1)(c3−d+1), (4.14)

0=2a3a4−a2a6 =−2(c2 +2c3 +3c2c3 +1)+2(c2 +1)d, (4.15)

0≤4a1a3−a2
2 =−4−α2−12c2−2αc2−9c22. (4.16)

First, we solve (4.14)-(4.16). Condition (4.14) implies that either c3 =−1 or c3 =d−1.
In the former case, (4.15) gives c2 =−(d+1)/(d+2). Then (4.16) is equivalent to

α2− 2(d+1)

d+2
α+

(d−1)2

2(d+2)2
≤0,

which is satisfied if and only if

(
√
d−1)2

d+2
≤α≤ (

√
d+1)2

d+2
. (4.17)

In the latter case c3 =d−1, (4.15) is satisfied if d=1 or if d>1 and c2 =−1/2. If d=1,
we choose the maximizing value c2 =−(α+6)/9 for (4.16). Then, this inequality is
satisfied if and only if 0≤α≤3/2. On the other hand, if d>1, (4.16) can be written
as α2−α+1/4≤0, which is satisfied if and only if α=1/2. We have shown that the
decision problem is solvable if d=1 and 0≤α≤3/2 or if d>1 and (4.17) hold.

Next, we solve (4.12)-(4.13). The discriminant D(c3) of the quadratic polynomial
q(·,c3) factorizes as D(c3)=4C∆(c3), where

∆(c3)=α2c23 +2(α2(d−5)−α(d−7))c3 +(d2 +6d−7)α2

−2α(d2 +4d−5)+(d−1)2.

Notice that C<0 by (4.12). An application of Lemma 3.2 shows that D(c3) is non-
negative if d=1 and 0<α<3/2, or d∈{2,3} and (

√
d−1)2/(d+2)<α≤3/2, or d∈

{4,5,6,7} and (
√
d−1)2/(d+2)<α< (

√
d+1)2/(d+2), or d≥8 and (d−4)/(2d−4)≤

α< (
√
d+1)2/(d+2). This proves that dEα/dt≤0 if these conditions are satisfied.

The estimates for the entropy production term ωd

∫

(∆ru
α/2)2rd−1dr are obtained

by similar arguments as in the previous subsection. We leave the details to the reader.

4.3. Proof of Theorem 1.3

The canonical symbol associated to the sixth-order equation (1.3) can be read off
from the representation of its radially symmetric solutions as given in Example 2.1
(C). One finds

S0(η,ξ)=6ξ61 −18ξ41ξ2 +11ξ21ξ
2
2 +8ξ31ξ3−3ξ21ξ4−5ξ1ξ2ξ3 +ξ1ξ5

+(d−1)
[

−6ηξ51 +(2d−7)η2ξ41 +14ηξ31ξ2 +(3d−8)η3ξ31 −4ηξ1ξ
2
2

−3(d−4)η2ξ21ξ2−6ηξ21ξ3 +3(d−3)η4ξ21 −3(d−3)η3ξ1ξ2 +(d−5)η2ξ1ξ3

+2ηξ1ξ4
]

.

We have to solve the decision problem

∃c1,... ,c10∈R :∀(η,ξ) :S(η,ξ)=(S0 +c1T1 + ···+c10T10)(η,ξ)≥0,

where the shift polynomials Ti are given by (2.16)-(2.25) with β=0. Again, we can
simplify this problem by eliminating the terms whose sign cannot be controlled. We
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choose c3 =0 to eliminate ξ32 , c5 =−1 to eliminate ξ1ξ5, c8 =−(d−1) to eliminate
ηξ1ξ4, c4 =α−2 to eliminate ξ21ξ4, and c10 =1 to eliminate the product ξ2ξ4 introduced
by T5. With these choices,

S(η,ξ)=
(

c1T1 +c2T2 +0 ·T3 +(α−2)T4 +(−1) ·T5 +c6T6 +c7T7−(d−1)T8

+c9T9 +1 ·T10

)

(η,ξ)

=
(

(α−5)c1 +6
)

ξ61 +
(

5c1 +(α−4)c2−18
)

ξ41ξ2 +(3c2 +11)ξ21ξ
2
2

+
(

c2 +(α+1)(α−3)+8
)

ξ31ξ3 +(3α−5)ξ1ξ2ξ3

+
(

(α−4)c6 +(d−1)(c1−6)
)

ηξ51

+
(

(α−3)c9 +(d−2)c6 +(d−1)(2d−7)
)

η2ξ41

+
(

(α−3)c7 +4c6 +(d−1)(c2 +14)
)

ηξ31ξ2

+
(

(d−3)c9−2(α−2)(d−1)+(d−1)(3d−8)
)

η3ξ31

+
(

2c7 +(α−6)(d−1)
)

ηξ1ξ
2
2

+
(

(α−2)(d−1)+3c9 +(d−2)c7−3(d−1)(d−4)
)

η2ξ21ξ2

+
(

c7−3(d−1)
)

ηξ21ξ3 +(d−1)2η4ξ21 −2(d−1)2η3ξ1ξ2

−2(d−1)η2ξ1ξ3 +2(d−1)ηξ2ξ3 +(d−1)2η2ξ22 +ξ23 .

The corresponding decision problem contains the four variables η, ξ1,... ,ξ3 and the
five coefficients c1, c2, c6, c7 and c9. For further simplification, we make a change of
variables. Let

ζ1 =
η

ξ1
, ζ2 =

ξ2
ξ21

− η

ξ1
, ζ3 =

ξ3
ξ31

−3
η

ξ1

(

ξ2
ξ21

− η

ξ1

)

. (4.18)

These definitions are motivated by the observation that for any radially symmetric
function U(x)=u(r), the tensors ∇xU , ∇2

xU and ∇3
xU of the first, second and third

total derivatives take the form

∇xU(x)=uξ1er,

∇2
xU(x)=uξ21

(

ζ2er ⊗er +ζ11
)

,

∇3
xU(x)=uξ31

(

ζ3er ⊗er⊗er +ζ1ζ2er⊗s 1),

where (er ⊗s 1)ijk = δijxk +δjkxi +δikxj . It turns out that S can be expressed in
terms of ζ=(ζ1,ζ2,ζ3) only. Furthermore, choosing c7 =−c9 =(α+1/2)(d−1) — see
Remark 4.1 below — some higher-order terms cancel, and we end up with S1(ζ)=
ξ61S(η,ξ), which is defined in Appendix B in input line 6 of the Mathematica notebook.
For any fixed ζ1 and ζ2, the polynomial S1(ζ) is quadratic in ζ3, with leading coefficient
equal to one. This quadratic polynomial is nonnegative if and only if its discriminant

D(ζ1,ζ2)=
(

∂ζ3
S1(ζ1,ζ2,0)

)2−4S1(ζ1,ζ2,0)

is nonpositive. Thus, the nonnegativity of S0 for some coefficients ci is reduced to the
following decision problem:

∃c1,c2,c6∈R :∀ζ1,ζ2∈R :−D(ζ1,ζ2)≥0.

The discriminant D(ζ1,ζ2) is again of quadratic type, now in terms of ζ1 and ζ2.
Thus Lemma 3.1 is applicable and yields several conditions on c1, c2 and c6 for the
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nonpositivity of D. This nonlinear system of equations and inequalities is solved by
the computer algebra system Mathematica (see Appendix B for more details). As a
result, we obtain, for given dimension d≥1, conditions on the admissible values of α.
More precisely, α has to be in between the numbers α0(d) and α1(d), and αi(d) are
the positive roots of certain higher-order polynomials which are explicit. Their roots,
however, can be calculated only numerically and are given in the statement of the
theorem.

The entropy production

ωd

∫ 1

0

(

(∆r

√
u)2r +( 6

√
u)6r
)

rd−1dr

is represented by the symbol

W (η,ξ)=
1

4

(

ξ3−
3

2
ξ2ξ1 +

3

4
ξ31 +(d−1)(ηξ2−

1

2
ηξ21 −η2ξ1)

)2

+
1

46656
ξ61

=
ξ61
64

(

4ζ3 +(2ζ2−1)((2d+4)ζ1−3)
)2

+
ξ61

46656
=: ξ61W1(ζ).

Setting α=1 in the definition of S1(ζ), we obtain the decision problem

∃c1,c2,c6∈R,c>0 :∀ζ=(ζ1,ζ2,ζ3)∈R
3 :S1(ζ)−cW1(ζ)≥0.

Our solution strategy is the same as before. We observe that S1−cW1 is a quadratic
polynomial in ζ3, and we calculate the respective discriminant. The latter turns out
to be quadratic in the remaining variables ζ1 and ζ2. Omitting the details, we remark
that the reduced decision problem for the discriminant is again solvable with the aid
of Lemma 3.1 and Mathematica. This results in numerical values for c>0 such that
(1.4) holds.
Remark 4.1. The ad hoc choice of the coefficients c7 and c9 in the proof was
originally motivated by the numerical result for the SOS decomposition of S1 obtained
with yalmip [18]. There are several reasons to believe that this choice is indeed
optimal: First, c9 =−c7 cancels the coefficient of the indefinite term ζ3

1 , which is
obtained after rewriting S1 in terms of (ζ1,ζ2,ζ3). Second, with c7 =(α+1/2)(d−1),
the coefficient of the term ζ1ζ

2
2 in the discriminant D(ζ1,ζ2) vanishes, such that the

remaining polynomial becomes quadratic in ζ1 and ζ2.

5. Absence of entropies

Similarly as in [11, 17], it is possible to prove that certain functionals Eα cannot be
entropies. Below, we generalize Theorem 19 in [11] to the multidimensional, radially
symmetric situation. Specifically, let γ∈R and S∈ΣK be given, and define

I(u)=

∫ 1

0

u(r)γ DS [u,r]rd−1dr.

Further, define the components of a vector ξ̄∈R
K by

ξ̄1 =σ, ξ̄2 =σ(σ−1),... , ξ̄K =σ(σ−1)···(σ−K+1),

where σ=(K−d)/γ. By inserting (η,ξ)=(1, ξ̄) into formula (2.7), one easily verifies
that all shift polynomials Tk vanish at this particular point. Therefore, the values
of any two characteristic symbols S and S′ coincide at (1, ξ̄). Hence, if the given S
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is negative at (1, ξ̄), so is any affine combination S+c1T1 + ···+cmTm. In this case,
I(u) cannot be written as an integral over a pointwise nonnegative expression by the
method developed before. This statement can be strengthened as follows.
Theorem 5.1. Assume that S(1, ξ̄)<0. Then there exists a family of functions uε ∈U
with uε(r)=1 for r∈ [2/3,1] satisfying limε↓0 I(uε)=−∞.

The set U is defined on page 7. We remark that, since the functions uε are equal
to a positive constant for r>2/3, they satisfy any homogeneous boundary condition
that involves derivatives at r=1.

The principal idea for our definition of uε in (5.1) is borrowed from Laugesen’s
construction of a “trial function” in one space dimension [17]. Our definition and
also the proof of I(uε)→−∞ are more straight-forward, since we work under the as-
sumption of strict homogeneity (2.1); the proof in [17] has been designed for a slightly
more general situation. The functions uε are chosen as suitable ε-regularizations of
the radially symmetric power function ũ(x)= rσ. A purely formal calculation gives

DS [r,ũ]= rγσ−KS(1, ξ̄) and, even more formally, I(ũ)=S(1, ξ̄)
∫ 1

0
r−1dr=−∞. The

rigorous calculations below heavily exploit the marginal singularity of the r−1-integral
for the estimation of the additional terms that originate from the regularization ũ→uǫ;
the argument would not work for σ 6=(K−d)/γ.

Proof. Let a cut-off function φ∈C∞(R) with 0≤φ≤1 be given that satisfies

φ(r)=1 for r≤1/3 and φ(r)=0 for r≥2/3.

Choose ε∈ (0,1/2) arbitrary and define uε by

uε(r)=φ(r/ε)εσ +[1−φ(r/ε)]φ(r)rσ +1−φ(r). (5.1)

Clearly, uε is positive and of class C∞. Moreover, notice that uε(r)=1 for 2/3≤ r≤1
as stated in the theorem. We need to evaluate the integral

I(uε)=

∫ 1

0

uε(r)
γ DP [uε,r]r

d−1dr.

This is done by splitting the domain [0,1] into three intervals. To start with, let r∈
[0,2ε/3]. Then uε(r)=εσψ(r/ε), where ψ(ρ)=φ(ρ)+[1−φ(ρ)]ρσ, and consequently

∂k
r uε(r)

uε(r)
=ε−k

∂k
ρψ(ρ)

ψ(ρ)
,

with ρ= r/ε. The homogeneity (2.1) of S∈ΣK now implies

DS [uε,r]=ε−K DS [ψ,ρ].

Substitution of r=ερ under the integral leads to

I1 :=

∫ 2ε/3

0

uε(r)
γ DP [uε,r]r

d−1dr=εσγ−K+d

∫ 2/3

0

ψ(ρ)γ DP [ψ,ρ]ρd−1dρ.

Since ψ is positive and smooth, and all of its derivatives vanish at ρ=0, the last
integral is well-defined and finite. In fact, the value of I1 is independent of ε, since
σγ=K−d by definition of σ.

Next, let r∈ [2ε/3,1/3] and notice that uε(r)= rσ. It follows that

∂k
r uε(r)=σ(σ−1)···(σ−k+1)rσ−k = r−k ξ̄kuε(r).
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Using the homogeneity (2.1) once again, we obtain DS [uε,r]= r−KS(1, ξ̄1,... , ξ̄K), and
thus

I2 :=

∫ 1/3

2ε/3

uε(r)
γ DS [uε,r]r

d−1dr=S(1, ξ̄1,... , ξ̄K)

∫ 1/3

2ε/3

rγσ+d−K dr

r

=S(1, ξ̄1,... , ξ̄K)ln[1/(2ε)].

Finally, for r∈ [1/3,1], the function uε(r) is smooth and positive, and does not depend
on ε>0. In other words,

I3 :=

∫ 1

1/3

uε(r)
γ DS [uε,r]r

d−1dr

is a finite, ε-independent value. In summary, there is some constant C>0 for which

I(uε)= I1 +I2 +I3 =C+S(1, ξ̄1,... , ξ̄K)ln[1/(2ε)].

This sum converges to −∞ as ε↓0 since S(1, ξ̄1,... , ξ̄K)<0 by assumption. As a
corollary, we obtain that Eα cannot be an entropy for the evolution equation (2.2) if
the associated canonical symbol S0 has the property that

S0

(

1,σ,σ(σ−1),... ,σ(σ−1)···(σ−K+1)
)

<0

for σ=(K−d)/(α+β). Indeed, we may use the corresponding function uε constructed
in the proof of Theorem 5.1 above as an initial condition u0 in (2.3). The functions uε

are positive and smooth, and they satisfy the boundary conditions since uε is constant
close to the boundary. By classical parabolic theory, there exists a corresponding
solution uε(t), at least locally in time, i.e. for t∈ [0,τ ], and this solution and its
spatial derivatives depend continuously on t∈ [0,τ ]. Hence,

Eα[uε(τ)]−Eα[uε]=−ωd

∫ τ

0

∫ 1

0

uε(t;r)
γ DS0

[uε(t),r]r
d−1drdt.

Choosing ε and τ sufficiently small, the double integral on the right-hand side is
negative, and one concludes that Eα[uε(τ)]>Eα[uε].

We apply this result to the fourth- and sixth-order equations introduced in the
introduction. It turns out that for the thin-film equation (1.1), we have S0(1, ξ̄)<0
if and only if α+β 6∈ [3/2,3] for d=1, α+β∈ (−∞,1) for d=2, α+β∈ (−1,1/2) for
d=3, and α+β∈ (−(d−4)/2,(d−4/(d+2)) for d>4. (Our method does not give
any statement for d=4.) In one space dimension, we achieve the optimal bounds for
α+β, being in the interval [3/2,3] (as in [17, 11]). However, we obtain much less
information for d>1.

For the DLSS equation (1.2), S0(1, ξ̄)<0 holds if and only if α 6∈ [0,3/2] for d=1,
α∈ (−∞,0) for d=2, α∈ (−1/2,0) for d=3, and α∈ (0,(d−4)/(2d−4)) for d≥4. We
recover the optimal range in the one-dimensional case. Moreover, we see that the
lower bound for d≥8 is optimal, at least for nonnegative values for α.

Finally, for the sixth-order equation (1.3), we have S0(1, ξ̄)<0 if and only if
α∈ (5/4,10/3) for d=1, α∈ (4/3,∞) for d=2, α 6∈ [−3(1−

√
33)/8,−3(1+

√
33)/8] for

d=3, and α∈ (−∞,−1) for d=4. For higher space dimensions, S0(1, ξ̄)≥0 holds for
all α∈R, and we do not obtain any information. In the two-dimensional case, there
are no entropies for α>4/3, which is not far from the upper bound α=1.0982...
obtained in Theorem 1.3.
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Appendix A. In this appendix we give a sketch of the derivation of the sixth-
order equation (1.3). This equation is formally derived from an O(ε6) approximation
of the generalized quantum drift-diffusion model of Degond et al. [8], where ε is the
scaled Planck constant. Without electric field, this model is given by

∂tU =div(U∇A), (5.2)

where the particle density U(t;x) and the function A(t;x) are related through the
integral

U(t;x)=
1

(2πε)d

∫

Rd

Exp

(

A(t;x)− |p|2
2

)

dp, x∈R
d, t>0.

Here, the so-called quantum exponential Exp is defined by Exp(a)=W (exp(W−1(a))),
where a(t;x,p) is a function in the phase-space, W is the Wigner transform, W−1 its
inverse and exp is the operator exponential. For precise definitions and the derivation
of the quantum drift-diffusion model we refer to [8].

The crucial step in the O(ε6) derivation of (5.2) is to determine an O(ε6) approx-
imation of Exp(a) with a(x,p)=A(t;x)−|p|2/2. To this end, we follow the strategy
proposed in [8]. Define F (z)=Exp(za) and expand F (z) formally as a series in ε,
i.e. F (z)=

∑∞
k=0ε

kFk(z). The functions Fk(z) can be computed by pseudo-differential
calculus. For odd indices k, we have Fk(z)=0, and for even indices we have to solve
the following differential equation:

d

dz
Fk(z)=a◦0Fk(z)+a◦2Fk−2(z)+ ...+a◦kF0(z), z >0,

with the initial condition Fk(0)= δk0. The multiplication ◦n is defined for any two
smooth functions ω1 and ω2 by (see also (5.19) in [8])

ω1 ◦nω2 =
∑

|α|+|β|=n

(

i

2

)n
(−1)|β|

α!β!
∂α

x ∂
β
pω1∂

β
x∂

α
p ω2, (5.3)

where α,β∈N
d are multi-indices.

Let ∇k denote the k-tensor of partial derivatives of order k, i.e.,

(

∇k
xω
)

i1,i2,···,ik

=∂(i1,i2,...,ik)
x ω,

(

∇k
pω
)

j1,j2,···,jk

=∂(j1,j2,...,jk)
p ω.

Lemma 5.2. It holds

ω1 ◦nω2 =
in

2nn!

(

n
∑

k=0

(−1)k

(

n

k

)

(

∇n−k
x ⊗∇k

pω1

)

:
(

∇n−k
p ⊗∇k

xω2

)

)

, (5.4)

where “⊗” denotes the tensor product and “:” the component-wise inner product.
Proof. Let k= |β|=β1 + ···+βd for β∈N

d. According to the Schwartz rule, each
partial derivative ∂β

p appears in ∇k
p on exactly k!/β! positions, where β!=β1!...βd!.

Analogusly, for |α|=n−k, each ∂α
x appears at ∇n−k

x on (n−k)!/α! positions. Thus,
the expression ∂α

x ∂
β
p appears in ∇n−k

x ⊗∇k
p on (n−k)!k!/(α!β!) positions, and the

same number of appearance holds for the expression ∂α
x ∂

β
p ∂

β
x∂

α
p in (∇n−k

x ⊗∇k
p) :

(∇n−k
p ⊗∇k

x). Using these combinatorial observations, formula (5.4) follows imme-
diately.
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The functions F0(z) and F2(z) have already been calculated in [8]:

F0(z)(x,p)=eza(x,p),

F2(z)(x,p)=
1

8
eza(x,p)

(

z2∆xA+
z3

3
|∇xA|2−

z3

3
∇2

xA :p⊗p
)

.

Thus, it remains to solve

d

dz
F4(z)=a◦0F4(z)+a◦2F2(z)+a◦4F0(z)=a ·F4(z)

+
eza

192

[

z5|∇A|4 +5z4|∇A|2∆A−2z5|∇A|2(∇2A :p⊗p)

−4z4(∇2A :∇2Ap⊗p)+z5(∇2A :p⊗p)2 +2z3‖∇2A‖2

−5z4∆A(∇2A :p⊗p)+6z3(∆A)2 +3z2∆2A+z3∆|∇A|2

−z3∆(∇2A :p⊗p)+6z3∇A ·∇∆A+2z4∇A ·∇|∇A|2

−2z4∇A ·∇(∇2A :p⊗p)
]

+
eza

384

[

z4(∇4A :p⊗p⊗p⊗p)

−z3(∇4A : (p⊗p⊗I))−z3(∇4A :p⊗∇p(p⊗p))
−z3(∇4A :∇p(p⊗p⊗p))+z2(∇4A :∇p(p⊗I))

+z2(∇4A :∇2
p(p⊗p))

]

,

with F4(0)=0. In the above computations, we have exhaustively used Lemma 5.2.
By the variation-of-constants formula, we obtain

F4(1)=
ea

384

[1

3
|∇A|4 +2|∇A|2∆A− 2

3
|∇A|2(∇2A :p⊗p)

− 8

5
(∇2A :∇2Ap⊗p)+

1

3
(∇2A :p⊗p)2 +‖∇2A‖2

−2∆A(∇2A :p⊗p)+(∆A)2 +2∆2A+
1

2
∆|∇A|2

− 1

2
∆(∇2A :p⊗p)+3∇A ·∇∆A+

4

5
∇A ·∇|∇A|2

− 4

5
∇A ·∇(∇2A :p⊗p)+

1

5
(∇4A :p⊗p⊗p⊗p)

− 1

4

(

(∇4A : (p⊗p⊗I))+(∇4A :p⊗∇p(p⊗p))

+(∇4A :∇p(p⊗p⊗p))
)

+
1

3

(

(∇4A :∇p(p⊗I))

+(∇4A :∇2
p(p⊗p))

)

]

.

This gives us the O(ε6) expansion of the quantum exponential.
It remains to represent the density u as a function of A. We integrate F0, F2, and

F4 with respect to p∈R
d and employ the formulas

1

(2πε)d

∫

Rd

pipje
A−|p|2/2dp=

eA

(
√

2πε)d
δij ,

1

(2πε)d

∫

Rd

prpspipje
A−|p|2/2dp=

eA

(
√

2πε)d
(δrsδij +δriδsj +δrjδsj),
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where δij denotes the Kronecker symbol. This gives

U =
1

(2πε)d

∫

Rd

(F0(1)+ε2F2(1)+ε4F4(1))dp+O(ε6)

=
eA

(
√

2πε)d

(

1+
ε2

24

(

2∆A+ |∇A|2
)

+
ε4

5760

(

5|∇A|4 +20|∇A|2∆A

+‖∇2A‖2 +20(∆A)2 +24∆2A+
15

2
∆|∇A|2 +33∇A ·∇∆A

+12∇A ·∇|∇A|2
)

)

+O(ε6).

To obtain an ε-expansion of A in terms of U , we insert the ansatz A=A0 +ε2A2 +
ε4A4 +O(ε6) in the above expression for u. Equating equal powers of ε yields the
system

U =
eA0

(
√

2π)d
, 0=A2 +

1

24

(

2∆A0 + |∇A0|2
)

,

0=A4 +
1

2
A2

2 +
1

24
A2

(

2∆A0 + |∇A0|2
)

+
1

12

(

∆A2 +∇A0 ·∇A2

)

+
1

5760

(

5|∇A0|4 +20|∇A0|2∆A0 +‖∇2A0‖2 +20(∆A0)
2

+24∆2A0 +
15

2
∆|∇A0|2 +33∇A0 ·∇∆A0 +12∇A0 ·∇|∇A0|2

)

.

Therefore,

A0 =logU+d log(
√

2π), A2 =−1

6

∆
√
U√
U

,

A4 =
1

720

(

2
∆2U

U
−3

|∇U |4
u4

+4∇2U∇U ·∇U+4
∆U

U

|∇U |2
U2

−4
∇∆U

U
· ∇U
U

−2
(∆U

U

)2

− ‖∇2U‖2

U2

)

=
1

360

(1

2
‖∇2 logU‖2 +

1

U
∇2 : (U∇2 logU)

)

.

Finally, up to terms of order O(ε6), (5.2) becomes

∂tU =∆U− ε2

6
div
(

U∇
(∆

√
U√
U

))

+
ε4

360
div

(

U∇
(1

2
‖∇2 logU‖2 +

1

U
∇2 : (U∇2 logU)

)

)

.

The second term on the right-hand side is the fourth-order operator of the DLSS
equation. The sixth-order equation (1.3) is obtained by taking into account only the
sixth-order expression and choosing ε4 =360.
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Appendix B. The following Mathematica notebook has been used in the
computer-aided proof of Theorem 1.3.

the sixth − order quantum diffusion equation

characteristic polynomial

In[1]:= S@8Η_, Ξ1_, Ξ2_, Ξ3_<D := HHΑ - 5L c1 + 6L Ξ16 + H5 c1 + HΑ - 4L c2 - 18L Ξ14 Ξ2 + H3 c2 + 11L Ξ12 Ξ22 +
Hc2 + HΑ + 1L HΑ - 3L + 8L Ξ13 Ξ3 + H3 Α - 5L Ξ1 Ξ2 Ξ3 + HHΑ - 4L c6 + Hd - 1L Hc1 - 6LL Η Ξ15 +
HHΑ - 3L c9 + Hd - 2L c6 + Hd - 1L H2 d - 7LL Η2 Ξ14 + HHΑ - 3L c7 + 4 c6 + Hd - 1L Hc2 + 14LL Η Ξ13 Ξ2 +
HHd - 3L c9 - 2 HΑ - 2L Hd - 1L + Hd - 1L H3 d - 8LL Η3 Ξ13 + H2 c7 + HΑ - 6L Hd - 1LL Η Ξ1 Ξ22 +
HHΑ - 2L Hd - 1L + 3 c9 + Hd - 2L c7 - 3 Hd - 1L Hd - 4LL Η2 Ξ12 Ξ2 + Hc7 - 3 Hd - 1LL Η Ξ12 Ξ3 +
Hd - 1L2 Η4 Ξ12 - 2 Hd - 1L2 Η3 Ξ1 Ξ2 - 2 Hd - 1L Η2 Ξ1 Ξ3 + 2 Hd - 1L Η Ξ2 Ξ3 + Hd - 1L2 Η2 Ξ22 + Ξ32;

change of variables

In[2]:= Ξ1 = Η � Ζ1; Ξ2 = Ξ12 HΖ1 + Ζ2L; Ξ3 = Ξ13 HΖ3 + 3 Ζ1 Ζ2L;

choice of particular coefficients − integrations by parts

In[3]:= c7 = Hd - 1L Α +
1

2
;

c9 = -c7;

In[5]:= ExpandAS @8Η, Ξ1, Ξ2, Ξ3<D Ζ16 � Η6 �� FullSimplifyE

characteristic polynomial in new variables

In[6]:= S1@8Ζ1_, Ζ2_, Ζ3_<D :=
6 - 5 c1 + c1 Α - 12 Ζ1 + 4 c1 Ζ1 - 4 c2 Ζ1 - 4 c6 Ζ1 - 6 d Ζ1 + c1 d Ζ1 + c2 Α Ζ1 + c6 Α Ζ1 + 4 Ζ12 + 2 c2 Ζ12 +

2 c6 Ζ12 + 5 d Ζ12 + c2 d Ζ12 + c6 d Ζ12 + 2 d2 Ζ12 - 18 Ζ2 + 5 c1 Ζ2 - 4 c2 Ζ2 + c2 Α Ζ2 +
49 Ζ1 Ζ2

2
+

8 c2 Ζ1 Ζ2 + 4 c6 Ζ1 Ζ2 +
25 d Ζ1 Ζ2

2
+ c2 d Ζ1 Ζ2 -

7 Α Ζ1 Ζ2

2
-
5

2
d Α Ζ1 Ζ2 + 2 Α2 Ζ1 Ζ2 + d Α2 Ζ1 Ζ2 -

5 Ζ12 Ζ2 -
15

2
d Ζ12 Ζ2 -

5

2
d2 Ζ12 Ζ2 + 4 Α Ζ12 Ζ2 + 4 d Α Ζ12 Ζ2 + d2 Α Ζ12 Ζ2 + 11 Ζ22 + 3 c2 Ζ22 - 10 Ζ1 Ζ22 -

5 d Ζ1 Ζ22 + 6 Α Ζ1 Ζ22 + 3 d Α Ζ1 Ζ22 + 4 Ζ12 Ζ22 + 4 d Ζ12 Ζ22 + d2 Ζ12 Ζ22 + 5 Ζ3 + c2 Ζ3 - 2 Α Ζ3 + Α2 Ζ3 -

5 Ζ1 Ζ3

2
-
5 d Ζ1 Ζ3

2
+ 2 Α Ζ1 Ζ3 + d Α Ζ1 Ζ3 - 5 Ζ2 Ζ3 + 3 Α Ζ2 Ζ3 + 4 Ζ1 Ζ2 Ζ3 + 2 d Ζ1 Ζ2 Ζ3 + Ζ32;

the discriminant with minus sign

In[7]:= ExpandA-HD@S1@8Ζ1, Ζ2, Ζ3<D, Ζ3D �. 8Ζ3 ® 0<L2 + 4 S1@8Ζ1, Ζ2, 0<DE

Out[7]= -1 - 20 c1 - 10 c2 - c22 + 20 Α + 4 c1 Α + 4 c2 Α - 14 Α2 - 2 c2 Α2 + 4 Α3 - Α4 - 23 Ζ1 + 16 c1 Ζ1 - 11 c2 Ζ1 -

16 c6 Ζ1 + d Ζ1 + 4 c1 d Ζ1 + 5 c2 d Ζ1 - 30 Α Ζ1 + 4 c6 Α Ζ1 - 20 d Α Ζ1 - 2 c2 d Α Ζ1 + 13 Α2 Ζ1 +

9 d Α2 Ζ1 - 4 Α3 Ζ1 - 2 d Α3 Ζ1 +
39 Ζ12

4
+ 8 c2 Ζ12 + 8 c6 Ζ12 +

15 d Ζ12

2
+ 4 c2 d Ζ12 + 4 c6 d Ζ12 +

7 d2 Ζ12

4
+ 10 Α Ζ12 + 15 d Α Ζ12 + 5 d2 Α Ζ12 - 4 Α2 Ζ12 - 4 d Α2 Ζ12 - d2 Α2 Ζ12 - 22 Ζ2 + 20 c1 Ζ2 -

6 c2 Ζ2 - 50 Α Ζ2 - 2 c2 Α Ζ2 + 22 Α2 Ζ2 - 6 Α3 Ζ2 + 33 Ζ1 Ζ2 + 24 c2 Ζ1 Ζ2 + 16 c6 Ζ1 Ζ2 + 5 d Ζ1 Ζ2 +

37 Α Ζ1 Ζ2 + 23 d Α Ζ1 Ζ2 - 12 Α2 Ζ1 Ζ2 - 6 d Α2 Ζ1 Ζ2 + 19 Ζ22 + 12 c2 Ζ22 + 30 Α Ζ22 - 9 Α2 Ζ22
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coefficients like in Lemma 8

d = 3; H*specify the dimension*L
a1 = -1 - 20 c1 - 10 c2 - c22 + 20 Α + 4 c1 Α + 4 c2 Α - 14 Α2 - 2 c2 Α2 + 4 Α3 - Α4 �� Simplify;
a2 = -23 Ζ1 + 16 c1 Ζ1 - 11 c2 Ζ1 - 16 c6 Ζ1 + d Ζ1 + 4 c1 d Ζ1 + 5 c2 d Ζ1 - 30 Α Ζ1 + 4 c6 Α Ζ1 -

20 d Α Ζ1 - 2 c2 d Α Ζ1 + 13 Α2 Ζ1 + 9 d Α2 Ζ1 - 4 Α3 Ζ1 - 2 d Α3 Ζ1 �. 8Ζ1 ® 1< �� Simplify;

a3 =
39 Ζ12

4
+ 8 c2 Ζ12 + 8 c6 Ζ12 +

15 d Ζ12

2
+ 4 c2 d Ζ12 + 4 c6 d Ζ12 +

7 d2 Ζ12

4
+ 10 Α Ζ12 +

15 d Α Ζ12 + 5 d2 Α Ζ12 - 4 Α2 Ζ12 - 4 d Α2 Ζ12 - d2 Α2 Ζ12 �. 8Ζ1 ® 1< �� Simplify;
a4 = -22 Ζ2 + 20 c1 Ζ2 - 6 c2 Ζ2 - 50 Α Ζ2 - 2 c2 Α Ζ2 + 22 Α2 Ζ2 - 6 Α3 Ζ2 �. 8Ζ2 ® 1< �� Simplify;
a5 = 19 Ζ22 + 12 c2 Ζ22 + 30 Α Ζ22 - 9 Α2 Ζ22 �. 8Ζ2 ® 1< �� Simplify;
a6 = 33 Ζ1 Ζ2 + 24 c2 Ζ1 Ζ2 + 16 c6 Ζ1 Ζ2 + 5 d Ζ1 Ζ2 + 37 Α Ζ1 Ζ2 +

23 d Α Ζ1 Ζ2 - 12 Α2 Ζ1 Ζ2 - 6 d Α2 Ζ1 Ζ2 �. 8Ζ1 ® 1, Ζ2 ® 1< �� Simplify;

eliminate existence quantifiers

ReduceA

ExistsA8c1, c2, c6<, a3 > 0 && I4 a3 a5 - a62 > 0 && 4 a1 a3 a5 - a3 a42 - a22 a5 - a1 a62 + a2 a4 a6 ³ 0 ÈÈ

4 a3 a5 - a62 � 0 && 2 a4 a3 - a2 a6 � 0 && 4 a3 a1 - a22 ³ 0M ÈÈ a3 � 0 && a2 � 0 &&

a6 � 0 && Ia5 > 0 && 4 a5 a1 - a42 ³ 0 ÈÈ a4 � 0 && a5 � 0 && a1 ³ 0MEE �� FullSimplify

RootA393601 781429 741700 - 30869 921438 354950920 ð1 + 909136653 589444 589613 ð12 -
13 067 554891 693074455 322 ð13 + 107071198 804242 721933029 ð14 -
530285 185987 109657337 150 ð15 + 1485065 531007 236342067 360 ð16 -
903670 068054 124067973 182 ð17 - 11349670 571166 667138590 671 ð18 +
56 577 657354 736919146 273378 ð19 - 147230 360918 572718046 770295 ð110 +
231738 416778 937419353 125992 ð111 - 152 027093 646093153 304987 580 ð112 -
284596 131667 929366633 259084 ð113 + 1 101664 331459877 604997 419944 ð114 -
2 005 868470 113009076 388148 352 ð115 + 2528 368657408 139905 354920900 ð116 -
2 393 183070 603095081 573333 536 ð117 + 1741 484151169 186832 842089152 ð118 -
974340 654437 711767044 765696 ð119 + 412 502928 272845793 838861 312 ð120 -
127825 181451 243356527 042560 ð121 + 27 303715 635205678 822932 480 ð122 -

3 581 686556 834839599 513600 ð123 + 216 469226 809568762 265600 ð124 &, 5E £ Α £

RootA393601 781429 741700 - 30 869 921438 354950920 ð1 + 909136653 589444 589613 ð12 -
13 067 554891 693074455 322 ð13 + 107071198 804242 721933029 ð14 -
530285 185987 109657337 150 ð15 + 1485065 531007 236342067 360 ð16 -
903670 068054 124067973 182 ð17 - 11349670 571166 667138590 671 ð18 +
56 577 657354 736919146 273378 ð19 - 147230 360918 572718046 770295 ð110 +
231738 416778 937419353 125992 ð111 - 152 027093 646093153 304987 580 ð112 -
284596 131667 929366633 259084 ð113 + 1 101664 331459877 604997 419944 ð114 -
2 005 868470 113009076 388148 352 ð115 + 2528 368657408 139905 354920900 ð116 -
2 393 183070 603095081 573333 536 ð117 + 1741 484151169 186832 842089152 ð118 -
974340 654437 711767044 765696 ð119 + 412 502928 272845793 838861 312 ð120 -
127825 181451 243356527 042560 ð121 + 27 303715 635205678 822932 480 ð122 -

3 581 686556 834839599 513600 ð123 + 216 469226 809568762 265600 ð124 &, 6E

evaluate these roots numerically

% �� N

0.347013 £ Α £ 1.05174
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