CROSS DIFFUSION AND NONLINEAR DIFFUSION PREVENTING
BLOW UP IN THE KELLER-SEGEL MODEL
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ABSTRACT. A parabolic-parabolic (Patlak-) Keller-Segel model in up to three space di-
mensions with nonlinear cell diffusion and an additional nonlinear cross-diffusion term is
analyzed. The main feature of this model is that there exists a new entropy functional,
yielding gradient estimates for the cell density and chemical concentration. For arbitrar-
ily small cross-diffusion coefficients and for suitable exponents of the nonlinear diffusion
terms, the global-in-time existence of weak solutions is proved, thus preventing finite-time
blow up of the cell density. The global existence result also holds for linear and fast diffu-
sion of the cell density in a certain parameter range in three dimensions. Furthermore, we
show L bounds for the solutions to the parabolic-elliptic system. Sufficient conditions
leading to the asymptotic stability of the constant steady state are given for a particular
choice of the nonlinear diffusion exponents. Numerical experiments in two and three space
dimensions illustrate the theoretical results.

1. INTRODUCTION

Patlak [26] and Keller and Segel [19] have proposed a partial differential equation model,
which describes the movement of cells in response to a chemical signal. The cells move
towards regions of higher signal concentrations. As the cells produce the signal substance,
the movement may lead to an aggregation of cells. The more cells are aggregated, the more
the attracting chemical signal is produced by the cells. This process is counter-balanced by
cell diffusion, but if the cell density is sufficiently large, the nonlocal chemical interaction
dominates and results — in two and three space dimensions — in a blow up of the cell
density (see the reviews [12, 15] for details). Denoting by p = p(x,t) the cell density and
by ¢ = ¢(x,t) the concentration of the chemical signal, the Keller-Segel model, in its general
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form, is given by

Ohp = div(D(p)Vp — x(p)Ve) + Ri(p. ),
adie = Ac+ Ry(p,S), €, t>0,

where Q C R? (d > 1) is a bounded domain, D(p) is the cell diffusivity, x(p) the chemotac-
tic sensitivity, and R;(p, ¢) and Rs(p, ¢) describe the production and degradation of the cell
density and chemical substance, respectively. Here, o = 0 corresponds to the parabolic-
elliptic case and o = 1 to the fully parabolic problem. The equations are supplemented by
homogeneous Neumann boundary and initial conditions:

D(p)(Vp-v)=Vc-v=0 ondQ, t>0,
p(ao) = Po; OéC(~,O) = QC n Q,

where v denotes the exterior unit normal to the boundary 02 (which is assumed to exist).
The classical Keller-Segel model consists in the choice D(p) = 1, x(p) = p, Ri(p,c) = 0,
and Ry(p,c) =p—c.

Motivated by numerical and modeling issues, the question how blow up of cells can
be avoided has been investigated intensively the last years. Up to our knowledge, four
methods have been proposed. In the following, we review these methods.

The first idea is to modify the chemotactic sensitivity. Supposing that aggregation stops
when the cell density reaches the maximal value p,, = 1, one may choose x(p) =1—p. In
this volume-filling case, the cell density is bounded, 0 < p < 1, and the global existence
of solutions can be proved [9]. Furthermore, if y(p) = p” with 0 < 8 < 2/d, the solutions
are global and bounded, thus preventing finite-time blow up [16]. Global solutions are also
obtained when the sensitivity depends on the chemical concentrations in an appropriate
way, see, e.g., [1, 13].

A second method consists in modifying the cell diffusion. In the context of the volume-
filling effect, Burger et al. [3] suggested the cell equation d;p = div(p(1—p)V(p—c)). Then
the parabolic-elliptic model possesses global solutions. Global existence results can be
achieved by employing the nonlinear diffusion D(p) = p®, which models the local repulsion
of cells. When [[(D(s)/s)ds grows faster than log p for large p, a priori estimates showing
that solutions are global and uniformly bounded in time were obtained in [4, 21]. Adding
the nonlinear sensitivity x(p) = p® with @ > 1 and 2 < 3 < a + 2/d, global existence
results were achieved in [17]. The solutions are uniformly bounded in time if « > 2 —4/d
[22]. The existence of global bounded classical solutions to a fast-diffusion Keller-Segel
model with D(p) = (1 — p)~*, where a > 2, has been proved in [6]. The same result holds
true when we choose x(p) = p(1 — p)? with 8 > 1 — /2, and the solution is still global in
time (but possibly not classical) if 5> 1 — « [30].

A third approach is to consider nonvanishing growth-death models R; # 0, since one
may expect that a suitable death term avoids cell aggregation. Indeed, taking Ry(p,c) =
p(1 — p)(p — a) for some 0 < a < 1, the global existence of solutions is proved in [2].
In the logistic-growth model Ri(p,c) = p(1 — p7~1), a global weak solution exists for all
v > 2 —1/d [29]. These results have been obtained for the parabolic-elliptic model.
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Recently, a fourth way to obtain global existence of solutions has been proposed [14].
The idea is to add a cross-diffusion term in the equation for the chemical signal:

Op = div(Vp — pVe),
adie=Ac+0Ap+p—c in€, t>0,

where 0 > 0. At first sight, the additional cross-diffusion term seems to cause several
mathematical difficulties since the diffusion matrix of the above system is neither symmetric
nor positive definite, and we cannot apply the maximum principle to the equation for the
chemical signal anymore. All these difficulties can be resolved by the observation that the
above system possesses a logarithmic entropy,

2

Ey(p,c) = /Q lp(logp - 1)+ a%] dz,

allowing for global existence results and revealing some interesting structural properties of
the system. In fact, the entropy production equation

dE, , 1_ ., 1, _1/
7 —l—/Q<4|V\/,5| +5|Vc| +5c >d93—5 Qpcdx

and suitable Gagliardo-Nirenberg estimates for the right-hand side lead to gradient es-
timates for \/p and c¢. Another motivation for the introduction of the additional cross
diffusion is that, whereas finite-element discretizations of the classical Keller-Segel model
break down some time before the blow up, the numerical solutions to the augmented
model exists for all time, which may lead to estimates of the blow-up time. This question
is currently under investigation.

In [14], the existence of global weak solutions has been proved in the two-dimensional
situation only. In this paper, we generalize this result to three space dimensions by allowing
for nonlinearities in the cell diffusion terms. Since nonlinear diffusion in the cell equation
helps to achieve global existence results (see above), we suggest, in contrast to [14], a
nonlinear cross-diffusion term. More precisely, we consider the equations

(1) Oip = div(V(p™) — pVe),

(2) adic = Ac+IA(p")+p—c inQ, t>0,
subject to the no-flux and initial conditions

(3) (V(p™) —pVe)-v=V(c+6p")-v=0 ondf, t>0,
(4) p(-,0) = po, ac(-,0) =acy in €.

Notice that these boundary conditions are equivalent to Vp-v = Ve-v = 0 on 0f) for
smooth positive solutions.

In two space dimensions, the case m = n = 1 is covered by [14]. If m > 3 — 4/d,
2 < d < 3, the nonlinear diffusion already prevents blow-up of the solutions without
additional cross diffusion, see [20, 21, 22]. The question remains if we can allow for linear
and fast diffusion of cells, m < 1, for some n > 1, and still obtain global existence results.
In this paper, we show that this is indeed true. For instance, we show that in the presence
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of the additional cross diffusion term and in three space dimensions, we can allow for the
classical cell diffusion exponent m = 1 and still obtain global existence results. This shows
that the result of [14] can be generalized to the three-dimensional case if the cross diffusion
is of degenerate type. These remarks motivate us to restrict ourselves to the case m > 0
and n > 1. Our first main result is as follows.

Theorem 1 (Global existence). Let Q C R? (1 < d < 3) be a bounded domain with S €
CHl. Leta>0,m>0,n>1, andletp = (m+n—1)/2 satisfy 1 —n/d < p < min{m, n}.
Furthermore, let 0 < pg € L™(2) and acy € L*(). Then there exists a global weak solution
(p,c) to (1)-(4) satisfying p >0 in Q, t > 0, and, for some s € (1,2],

p € Lis,(0,00; L"(2)) N Li2(0, 00; L*9(Q)),

loc loc

p", Pt € L (0,00, WH(Q)),  pVe € Li (0, 00; L¥(R2)),

loc

ac € L. (0, 0o; L2(Q)), ceL? (0, 00; Hl(Q)),

loc
Oip, adye € L (0, 00; (WH(Q))),

where Q =n/d+p > 1.

s
loc

Remark 2. A weak solution is to be understood in the standard sense by testing the system
of equations against compactly supported smooth functions in C*((0,7") x €2)). Due to
the regularity properties of the solution, however, test functions in L*(0,T; W'$(Q)) are
sufficient for the weak formulation of both equations in the fully parabolic system to be

well defined. For the parabolic-elliptic system, we show in Section 4 that we can even allow
for test functions in L2(0,T; H'(Q)). O

Let us discuss the conditions on p which are equivalent to

2
(5) m—1<n<m-+1, m—l—n—l—an>3.

The areas of admissible values for (m,n) are illustrated in Figure 1. Notice that the bands
between n — 1 < m < n + 1 continue to the right.

n d=1 R d=2 n
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FIGURE 1. Admissible values (m,n) for d = 1 (left), d = 2 (middle), and
d = 3 (right).

In the fast-diffusion case, for d = 2, we may take % <m < 1and %(3 —m)<n<m+]1;
for d = 3, the values % <m < 1 and %(3 —m) <n <m+ 1 are admissible. For classical
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diffusion, m = 1, the above conditions are satisfied for any 1 < n < 2 (if d = 2) and
6/5 < n < 2 (if d = 3). Hence, the degenerate cross-diffusion term prevents blow up in
finite time even in the case of linear cell diffusion in three dimensions. In short, one of the
conditions in (5) is needed to derive a nice bound on an entropy functional and the others
for suitable compactness and continuity properties of the approximated sequences.

The key idea of the proof of Theorem 1 is the observation that system (1)-(2) possesses
an entropy functional,

n 2

(6) E(p,c) = /Q (np— 1 +a§—5>dx,

useful to derive a priori estimates. Indeed, differentiating formally this functional, we
obtain the entropy production equation

dE o o 1
o /( VP |* + |Vc| >d$— 5/Qpcdx,

recalling that p = (m+n—1)/2. We will show in the proof of Lemma 10 that the right-hand
side can be estimated for any 3 > 0 as follows:

™) [ pete <5 [ 1VPdz+ OB Il + 5 [ (Ve + s,

under the restriction 1 — 2/d < p, which follows from the conditions in (5) for 1 < d < 3.
The assumptions m > 0 and n > 1 imply that p > 0, thus only for d = 3 we obtain the
restriction p > 1/3. Let us remark that in the case d = 3, the restriction 1 — 2/d < p is
redundant, that is, conditions (5) together with n > 1 and m > 0 imply that p + 2/d >
p+n/d > 1forn € (1,2], as well as p > 1 since 2p = m+n —1 > 2 for n > 2 with
m>n—12>1.

The existence of the entropy functional (6) implies the existence of so-called entropy vari-
ables which makes the new diffusion matrix positive (semi-) definite. Indeed, introducing
the entropy variables

o n OE ¢

1Y ) b= —= N
8,0 n—1 dc 0
system (1)-(2) can be written as

o B ()9 6)- ()

In hyperbolic or parabolic systems, the existence of an entropy functional is equivalent
to the existence of a change of unknowns which “symmetrizes” the system [8, 18]. (For
parabolic systems, “symmetrization” means that the transformed diffusion matrix is sym-
metric and positive definite.) In system (8), the diffusion matrix is nonsymmetric, but still
positive semi-definite.

The existence proof is based on the construction of a problem which approximates (8).
First, we replace the time derivative by an implicit Euler approximation with time step
7 > 0 and add a weak form of the fourth-order operator e(A%r — div(|Vr[>*Vr) +7) (¢ > 0)
to the first component of (8), which guarantees the coercivity of the elliptic system in

r =
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H?(Q) with respect to 7. The existence of weak approximating solutions (r.,b.) is shown
by using the Leray-Schauder fixed-point theorem. At this point, we need the restriction
p < m, which is equivalent to n < m + 1, in (5) to ensure the continuity and coercivity.
The discrete entropy estimate implies a priori estimates uniform in the approximation
parameters 7 and e, which allow us to pass to the limit (7,¢) — 0.

There are two technical difficulties in the limiting procedure. The first one is that the
entropy estimate yields a uniform bound for p? in H'(2), but an estimate for d;p. in
(H3(2))". If p < 1, this implies a bound for p. in W' (Q) for some 7 > 0, and we can
apply the Aubin lemma to conclude the relative compactness of the family (p.)eso. If p > 1,
we infer this property using a variant of the Dubinskii lemma (see Lemma 7). The second
difficulty is to ensure the strong convergence of the family (p.).~o in L*(Q x (0,7)). In
two space dimensions d = 2 (and with n = m = 1), this has been proved in [14]. However,
for d = 3 (and p < 1), our uniform estimates in Lemma 12 need additional assumptions
on the diffusion parameters, namely p > 1 —n/d and p < n, or equivalently, the remaining
two conditions in (5): m+n+2n/d > 3 and m — 1 < n.

Our second main result concerns some qualitative properties of the solutions to (1)-(4)
using the entropy functional. First, we prove L* bounds for the solutions to the parabolic-
elliptic system generalizing the results of [21, 22] to this situation.

Theorem 3 (Boundedness in L>). Let the assumptions of Theorem 1 hold and let oo = 0.
Then, for any T > 0, the solution (p,c) to the parabolic-elliptic system (1)-(4) satisfies

oIl Lo 0,120 )y + el o o.15z0 )y < C(T),
where the constant C(T) > 0 depends on T > 0.
Second, we are able to show the asymptotic stability of solutions to the constant steady

state. Due to the special structure of the entropy functional, we can allow for a very
particular choice of the parameters m, n, and ¢ only.

Proposition 4 (Long-time decay for m =1, n = 2). Let Q C R? (1 < d < 3) be a bounded
domain with 9Q € CY. Let py € L®(Q), m =1, n =2, and § > C%/4, where Cp is the
constant of the Poincare inequality in L*(Y). Then the solution to the parabolic-elliptic
system (32)-(33) with a = 0, constructed in Theorem 15, decays exponentially fast to the
homogeneous steady state in the sense that

1p(.t) = Pl 2y < Ce™,  le(-,t) — || < Ce™™,

where C' > 0 is some constant and k = min{1,45 — C%}/(45). Moreover, any smooth
solution (p,c) to the fully parabolic system (32)-(33) with a =1 has the decay properties

(- ) = p*llr2) < Ce™,  |le(,t) = ¢l 12y < Ce™™
for all t > 0.

The paper is organized as follows. In Section 2, we prove an inequality which is needed for
the proof of (7) and we show a compactness result which combines the lemmas of Aubin
and Dubinskii. Theorems 1 and 3 are shown in Sections 3 and 4, respectively, whereas
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Proposition 4 is proved in Section 5. Finally, in Section 6 we present some numerical
results in two and three space dimensions which illustrate the effect of the exponent n.

2. AUXILIARY RESULTS

Lemma 5. Let Q C R? (d > 1) be a bounded domain with 02 € C%. Furthermore, let
6 >0 and
o ifd>3: either 1 —2/d<p<1andq=2d/(d+2)
orp>1andqg=p+1/2,
o ifd<2:either0<p<1,¢g>1,andp+1/q¢g>3/2—-1/d
orp>1andqg=p+1/2.

Then there exists a constant C(3, ||p||r1q)) > 0 such that for all p € L'(Q) satisfying p > 0
in Q and p? € HY(QY), the following inequality holds:

Il Za) < BIVAIL2) + C3, ol @)-

Notice that the continuous embedding H'(Q) — L*(Q), where 1 < s < 2d/(d — 2) if
d>3and 1< s < ooif d< 2 shows that p? € H'(Q) implies that p € L?(Q2), and the
condition g < sp has to be imposed. This condition is satisfied for the above choices of p
and q.

Proof. First, let 0 < p <1 and (p,q) be given as in the Lemma. The Gagliardo-Nirenberg
inequality, see e.g. [10, Theorem 10.1] and [31, Theorem 1.1.4], gives

2 260 (1-9) 2
1ol2ac@) = 12210y < CIV L 712007+ CAIE

20
—mwwu”uwmm+cwml

where 0 = dp(1 —1/q)/(1 —d/2 + dp) and C' > 0 is here and in the following a generic
constant. The conditions p > 1 —2/d if d > 3 and ¢ > 1 if d < 2 imply that 6 > 0. For
all space dimensions, it holds that p + 1/¢ > 3/2 — 1/d which is equivalent to § < p < 1.
Then the inequality 6/p < 1 allows us to apply the Young inequality:

2p(1-6)/(p—6)
ol Zo@ < BIVA I72@ + COB)lIoI G ™" + Cllolis ).

proving the first case.
Next, let p > 1 and ¢ = p+ 1/2. Notice that the Poincaré inequality implies that

Il < 7 = [ ga
Q
This together with the Holder inequality leads to
lolzo@) = %1120y = PP 124ty

2 2 9 9 9

< /qupl/QH i <C(HVp’”|| ey P20 10121220,
2 1 2 1
—QW“W%WMM +Wﬂ£3wwq

+ 1l < CrIV ez + 1 Il
L2(Q)
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Furthermore, using the interpolation inequality with 1/p = 6/q+(1—6)/1 or, equivalently,
pb/g=(p—1)/(¢g—1) >0,
2 1 2p6 2p(1—6) 1
lelza@) < CIVA I lell e + CllolZig ol 2™ Il ey
Since ¢ > 1, we may employ the Young inequality for the first summand to obtain

1 1 200 216‘ 1
1ol a) < BIVA 320 + CBOpI " + Cllall e loll g™ 7.

Since 1 < p < g, it follows that 2pf/q < 2, which allows us to use the Young inequality for
the second summand:

1ol 0y < BIVA 2@y + CB) ol A" umm L+ C0, ol @)-

The lemma is proved. O

Next, we recall a compactness result. Let (opp0)(x,t) = p(z,t — h), t > h > 0, be a shift
operator.

Lemma 6 (Dubinskii). Let Q@ C R? (d > 1) be a bounded domain with 9Q € C%' and let
T > 0. Furthermore, let p > 1,q>1, and s > 0, and let (p.) be a sequence of nonnegative
functions satisfying

hials - Uhps”Ll(h,T;(HS ) T H HL‘I (0,T;H(Q)) < C forallh >0,

where C' > 0 1s a constant which is mdependent of € and h. Then (p.) is relatively compact
in LP(0, T; LPT(2)) for all £ < q and for all r < 2d/(d —2) if d >3, r < o0 if d = 2, and
r<ooifd=1.

A variant of this lemma is due to Dubinskii, see [23, Théoréme 21.1, Chapter 1] for a
proof. A simple proof is achieved by applying the lemmas of Aubin [27] and Chavent-Jaffre
[5]. Since the result is of interest by itself, we provide the (short) proof.

Proof. The function f(x) = 2!/, 0 < < oo, is Hélder continuous with exponent 1/p.
Therefore, with u = p?, by the lemma of Chavent-Jaffre [5, p. 141],

1 1
el /iy = I1f @) lwrmaniay < Kllullyl g, = Clle2l Y ).

This shows that (p.) is bounded in LP4(0, T; W1/72*(Q)). By Aubin’s lemma [27, Theorem
6] and the compact embedding W1/P2(Q) — LP"(2) (r is as in the lemma), (p.) is relatively
compact in LPY(0, T; LPT(€2)) for all £ < q. O

The following result, which will be used in this paper, is a consequence of Lemma 6.

Lemma 7. Let Q C R? (d > 1) be a bounded domain with 9Q € C%, let T > 0, 7 > 0,
and let ty, = kt, k = 0,...,N, with NT = T be a decomposition of the interval [0,T].
Furthermore, let p > 1, ¢ > 1, and s > 0, and let (p;) be a sequence of nonnegative
functions, which are piecewise constant in time on (0,7T), satisfying

7 pr = ool sy + 102 | Laormi)y < C for all 7> 0,
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where C' > 0 is a constant which is independent of T. Then (p,) is relatively compact in
LPY0, T; LP7(2)) for all £ < q and for all v < 2d/(d —2) ifd > 3, r < o0 if d = 2, and
r<ooifd=1.

Proof. Since p, is piecewise constant in time, we can write p,(-,t) = py fort € ((k—1)7, k7],
k=1,..., N, for some functions py.

Case h < 7. The difference p, — op,p, partially cancels for h < 7, and we obtain, for
k=1,...,N—1andt > h,

Prs1 — prll s ifty <t <tp+h,
10+ 8) = (@9 ) () ey = {l)' oy f st

Therefore, by assumption,

N-1 tr+h
1 1
lor = onprll L rss@y) = h~ Z/ w1 = pil ey dt
=1

N-1 tha1

lor+1 = pull =)y = =7 Z/ 1p-(- ) = (orpr) () || sy dt < C

k=1

uniformly in h < 7.
Case h > 7. There exists m € N such that t,, < h < t,,.1. Then, for t € (tgprm—1, tkrm),
kE=1,...N —m,

_ | oksm — pr—1ll(r @)y i thyma <t <t +h
[(pr — onpe) ()| (s )y = { pkim — prlls@y ity +h <t < tiim

We compute

Hp‘r — OnPr HLl(th?(HS(Q))/)

tm+1 tk+m
= / lpr — onprll s @)y dt + Z / o7 — onprllzrs oy dt
h

tkz+m 1
tm41 t—1+h
[ lomss = pll gyt + 3 / 1Pk — syt
h k=2 thtm—1
thtm
¥ Z / 91m — ol sy
tp—1+h
N—m
= (tmi1r = W) |pmsr = prll sy + (A= tm) Y N oksm — prallas @y
k=2

+ (tmyr — h Z||Pk+m Pill s (@)
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We employ the estimates h — ¢, < 7, t,,.1 —h < 7 and the triangle inequality:

m—+1
lor = onprllLwirs@yy < 7Y o5 = pi-allas @y
j=2
m N-—m m N-—m
+7) Y Nowrs — v alla@y +7 3 D lowrs = prvsallars@y-
J=0 k=2 j=0 k=2
Since
N—m m m N—m+j N
YD) SUNES Sl SUTETRIRERT) 3
k=2 j=i j=i 0=2+j (=2
for numbers a, > 0 and all 0 <7 < m, it follows that
N-1
lpr = onpelli s @yy < 3(m+ 07> lprsr — prll @y
k=1

T
— 3(m + 1) / lor = 02l eyt

Thus, using (m + 1)1 < h + 7 < 2h,

6h
lpr = onprll L s )y) < 7||PT — 0p7 ||l (rry 0 () < Ch
We conclude that in both cases, for all A > 0,

|l pr = onpr|| L1 (hrys @)y < Ch,

and this estimate is uniform in 7 > 0. We apply Lemma 6 to conclude the result. Il

3. GLOBAL EXISTENCE OF WEAK SOLUTIONS

In this section, we prove Theorem 1. Let in the following @ € R? (1 < d < 3) be a
bounded domain with 9Q € C*!. The smoothness assumption on the boundary of the
domain is needed for applying elliptic regularity results.

3.1. Solution of an approximate problem. We show first the existence of a weak
solution to an approximate problem which is obtained by semi-discretizing (1)-(2) with
respect to time and by regularizing the equation for the cell density. For this, let T > 0
and K € N and split the time interval in the subintervals

0,7 = (k=17 k7], 7=T/K.
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For given (pg_1,ckx—1), which approximates (p,c) at time 7(k — 1), we wish to solve the
approximate problem in the weak formulation

l/sz ((ox = pr-1)¢ + acx = cpo1)tp) da

T

Vo\ ' [(m/n)pr "t —sp\ (Vr
(9) T /Q (w) < Spn 5 k) (wZ) da
+e [ Gnao+ [P Vot node = [ (- v,
Q Q

where the entropy variables are given by
n 1 C
- ) b = —
Tk n— 1pk ) k 5 )
and (¢,v) € H*(Q) x H*(Q) is a test function pair, well defined for n > 1. We prove now
the existence of a solution to (9) recalling that

(10) p="EI

Remark 8. For proving the existence of weak solutions, the regularization e fQ(ArkAqﬁ +
rr¢)dz would be sufficient. The additional term is helpful when deriving energy estimates
which lead to the uniform boundedness of the solutions to the parabolic-elliptic system,
see Section 4. O

Proposition 9. Let Q C R? (1 < d < 3) be a bounded domain with O € CY'. Further-
more, let (1p_1, bp_1) € L™ ™D(Q) x L*(Q) with re—1 > 0 in Q and let m > 0, n > 1
be such that 1 — 2/d < p < m with p given by (10). Then there exists a weak solution
(re, by) € H?(Q) x HY(Q) to (9) satisfying i > 0 in Q.

Proof. Step 1: Formulation of a modified problem. In order to solve (9) in terms of (r,b),
we set
n—1

1/(n—1)
w(r)=p= ( 7") , 1T+ =max{0,r}.

We wish to solve first the system

l/Q (w(ry) —w(re-1))¢ + ad(by — bp—1)v)dx

n

(1) N / @@ (<m/n>670<(z>)m"“ —6w5<r+>) (gg) iz
e /Q(Amqs +IVFEYr - V4 ro)de — /Q(wm) _ Sbypdz,

where (¢,v) € H%*(Q) x H'(Q). Notice that the assumption p < m is equivalent to
m—mn+1 > 0, which is needed for the term w(r; )™ "™ to be well defined. The minimum
principle shows that any weak solution (r,b) to this problem satisfies » > 0 in €. Indeed,
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using (r_,0), where r_ = min{0,r}, as a test function, and observing that w(r)Vr_ =0,
we obtain
1
- / w(ry_1)r_dz + = / w(r )" Ve [Pdr + 6/((AT)2 + |Vr_|* +7r?)dr = 0.
T Ja nJo Q
Since all three integrals on the right-hand side are nonnegative, we conclude that r_ =0

and r > 0 in €.

Step 2: The linearized problem. Let o € [0,1] and (7,b) € H/*(Q2) x L*(2) be given.
The Sobolev embedding H™/4(Q) < C°(Q) for d < 3 shows that w(7, ) is bounded. Hence,
the following linear problem is well defined:

(12) a((r,b), (6,9)) = o f(¢,4) forall (¢,9) € H*(Q) x H'(Q),

where

al(r), (60) = [ @j;)T (e ) (§) e

+5/(ArA¢+ |VT|ZVT-V¢+T¢)dx+5/b¢dm,
Q Q

flo,0) = —1/ (w(Fy) — w(rg-1))¢ + ad(b — by_1)Y)dx + /Qw(ﬁ)wd:c.

T Jo

The function a : (H?*(Q2) x H'(2))> — R is bilinear and continuous due to the Sobolev
embedding H?(Q2) ¢ H/4(Q) c W4(Q) c C°(Q) for d < 3. Here, we need the assumption
m —mn+ 1> 0. The function f : H*(Q) x H'(Q) — R is linear and bounded which is a
consequence of the estimate

/w(ml)cbdw < lw(ri-)llzn@ ol o) < Clllla2@),
Q

for some constant C' > 0, since r,_; € L™ 1(Q) gives w(ry_1) € L*(Q). Moreover, a is
coercive:

ol(r ). :8) = [

(Tw(mm*n“ywﬁ + 5;%;2)011;
Q

n
—l—e/ ((Ar)2+|w|2\w|2+r2)dx+5/b2dx
Q

Q
> 0(575)(||T||12L12(Q) + ||b||§{1(9))=

for some constant C'(g,d) > 0, since 9N € C!' (see Troianiello [28], p. 194). The Lax-
Milgram lemma now implies the existence and uniqueness of a solution (r,b) € H?(Q) x
H'(Q) to (12).

Step 3: The nonlinear problem. The previous step allows us to define the fixed-point
operator S : [0,1] x H/*(Q) x L*(Q) — H"*Q) x L*(Q) by S(o,7,b) = (r,b), where

(r,b) € H*(Q) x H'(Q) is the unique solution to (12). It holds S(0,7,b) = (0,0) for all
(7,b) € H"*(Q) x L*(Q). Standard arguments prove that S is continuous and compact,

taken into account the compact embedding of H?(Q) x H'(Q) into H™/*(Q) x L?().
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It remains to show that there exists a constant C' > 0 such that for all fixed points
(r,b) € H74(Q) x L*(Q) and o € [0, 1] satisfying S(o,r,b) = (r,b), the estimate

(13) (7, b)||H7/4(Q)><L2(Q) <C

holds. Let (r,0) be such a fixed point. Let us first assume that ¢ = 1. Then (r,b) is a
solution to (9). By the first step of the proof, we have r > 0 in Q. Moreover, we can easily
derive a uniform L' bound for p = w(r) by employing (1,0) as a test functlon in (9):

/pdx—/pk 1dx—7’6/rdm</pk 1dx,

since r is nonnegative. By iteration, we infer that

(14) ol < llpollr

The uniform estimate (13) is a consequence of the following discrete entropy estimate,
which settles the case 0 = 1. The case o < 1 can be treated similarly.

Lemma 10. Let (r,b) € H*(2) x H'(Q) be a solution to (9) and let 1 —2/d < p < m.
Then

mn ) T o
E(p,c) + 2—]92||Vpp||m(g) + %”CHHl(Q)
+er([|Ar 2y + VPl 2ag) + ITll2@) < Eor-1, cr-1),

where the entropy E(p,c) is defined in (6), p = w(r) = ((n — 1)r/n)/™=Y ¢ =§b, and p
is defined in (10).

In order to prove this lemma, we employ the test function (r,b) = (np"~!/(n —1),¢/9)
in (9):

l/Q< n pn—1<p_pk_1)+%c(c—ck_1)>d$

T n—1

1 1
(15) +/ (m—f|vpp|2+5<|vc|2+c2))dx+g/((m>2+|vr|4+r2>dx:g/pcdx,
QP Q Q

where pp_1 = w(rr_1) and ¢;_1 = dbx_;. Since n > 1, the mapping g(x) = =", x > 0, is
convex, which implies the inequality g(z) — g(y) < ¢'(z)(x —y) for all z, y > 0. Hence, the
first integral on the left-hand side of (15) is bounded from below by

l/Q ( : (" = Pea) + 2%( ¢’ =i 1))d9€ = i(E(Pa ¢) = E(pr-1, ci-1)).

T n—1

For the estimate of the right-hand side of (15), we employ first the Hoélder and Young
inequalities:

1 1 1
5 | pede < ol el < 551l + g5lcln
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where ¢ > 6/5ifd=3,1<g<ooifd<2,and ¢ = ¢q/(q—1). In the last step, we have
used the continuous embedding H'(Q) — L7 () which is valid since ¢’ < 6 if d = 3 and
¢ < oo if d < 2. By Lemma 5, we find that

1 1
5 | pete < SRITP e+ C. ) + g5l o

The assumptions of the lemma are clearly satisfied for d < 2. If d = 3 we can choose
q=2d/(d+2) =6/5forp<1and qg=p+1/2 > 6/5 for p > 1. Putting together
the above estimates and the L' bound (14), this finishes the proof of Lemma 10 and of
Proposition 9. ]

3.2. Uniform estimates. Let (1, bx) be a solution to the approximated problem (9) and
set pr = w(ry), cx = 0b,. We define the piecewise constant functions

(p(E’T), 7“(5’7), C(E’T))(a:,t) = (pr, e, cx)(x) forz e Q, t e ((k—1)7, k1]

We denote by D.p(-,t) = (p(-,t) — p(-,t—7)) /7 the discrete time derivative of p(-, t), where
t > 7. In terms of the variables (p©7), c(&7)) system (11) can be formulated as

0= / (D;p*™), ¢)dt + / / plE™ — pENYE) LV pdy dt

(16) +e / / (ArETIAG + |VrED 2vrEn) . Ve + &7 ) dx dt,

o—a/ (D= 4 dt+/ / (VD 46V (p=™N) - Vpda dt

(17) / / ) — & pda dt

for all smooth test functions ¢ and v, where (-, -) is a dual product. We set Qp = Qx (0,7))
for given T' > 0. Before we can perform the limit (g,7) — 0, we need to prove some uniform
bounds in € and 7. The following result is a consequence of the discrete entropy estimate
of Lemma 10 and the L! bound (14), after integrating with respect to time.

Lemma 11. Let T > 0 and 1 —2/d < p < m. Then the following uniform bounds hold:

(18) 1057 | Lo 0.7, @)z () + 1V (0P| L2y < C,
(19) Velr® || 2o mmz) + Vel VI || 1aory < C,
(20) al| S ooz + 1657 20 @) < C,

where C' > 0 is here and in the following a generic constant independent of € and T, and
p is defined in (10).

Under additional assumptions on the exponents n and p, we are able to derive more a
priori estimates.
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Lemma 12. Let p < min{m,n} and Q :=n/d+p > 1 and set

51 = Q—l—z—g—p €(1,2], s= Q—f—g—p €(1,2], s3= szl € (1,2)
Then the following uniform bounds hold:
(21) 10DV (| 2051 @) + 1057 [l 2y < C,
(22) H(P(w))m Lo1(0,T;Whs1(Q)) T+ H(P(E’T))n L52(0,T;Whs2(Q)) < C,
(23) 1PV s ) < C,
(24) 1D+ 07| ey + @l De S| s (rras iy < C,

where s = min{sy, S2, S3}, § = min{s,4/3}, and p is defined in (10).
We remark that the condition ) > 1 is equivalent to p > 1 — n/d, which in particular
implies the condition p > 1 — 2/d as explained in the introduction after (7).

Proof. We set p = p&7) and ¢ = ¢&7) to simplify the notation. By the Poincaré inequality,
we find that

T T T
101220 = / ||t < C / IV |22yt + C / 1612t

Since p is uniformly bounded in L*°(0,7; L"(Q2)) and since we have assumed that p < n,
the right-hand side of the above inequality is uniformly bounded. This shows the uniform
bound for p? in L2(0,T; H*(R2)). Next, the Gagliardo-Nirenberg inequality with § = p/Q <
1 gives

T
2 2Q0 2Q(1-6
1113500y = 1971135500 0y < C / I a1 ) Pt
0

T
2Q(1-6)

This shows (21).

For the proof of (22), we observe that s; > 1 is equivalent to n/d +n > 1, which is true
since n > 1, and that s; < 2 is equivalent to p < m, which holds by assumption. Hence
s1 € (1,2]. Let first s; < 2. We apply the Holder inequality with exponents v = 2/s; > 1

and v =2/(2 — s1):
pan = (%) [ [oromepasa

IV (™)1
CHpHLn;QfQ?)”VppHL%Q ) =

because of (21). If s; = 2, it follows that m = p, and the conclusion still holds. The
estimate for p™ is shown in a similar way by applying the Holder inequality with exponents
v=2/s1 > 1 (if 55 < 2) and 7/ = 2/(2 — s1) to p™ = p™PpP. Hence, p™ is uniformly
bounded in L (0, T; W11(Q)).
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The estimates for V(p™) and p" in L*?(Qr) are proved analogously by replacing s; by
s9. The relation s, < 2 is equivalent to p < n, and sy > 1 is equivalent to n/d +m > 1,
which is true since n/d +m > n/d + p > 1 by assumption. This proves (22).

Estimate (23) is again a consequence of the Hélder inequality, with exponents o = 2/s3
and o =2/(2 — s3):

Vel

We turn now to the estimates for the discretized time derivatives. Let ¢ € L¥(0,T;
H3(Q)), where s’ = s/(s — 1) > 2 and § = max{s’,4}. Then, using 1 < s < 2 and (19),
(22), and (23),

) < |l p2ssse—so @I Vel = llpllze@n Vel 2@ < C.

T
(Do, ¢>dt\
:’ / / — pVe) - V¢daz‘dt—5/ / ArA¢ + |Vr*Vr - Vqﬁ—i-r(ﬁ)dxdt’
||V "Mesr) + 12Vl Lsr )||V¢ L ()
+ ellAr|| 200 | AP L2(0r) + 6||VT||%4(QT)||v¢||L4(QT) + ellrllzz@n 1ol z2@n
< Cllo| L¥ (0,T;H3(Q))"

Furthermore, since p € L?*?(Qg) C L?(Q7), we obtain

/TT<DTc, P)dt| = ‘—/TT/Q(VHW(,O”)) -qudxdt—l—/f/ﬂ(p—c)gbdxdt‘

< (IVellze@r) + IV (P")llze@r)) VS
+ (lollz2@r) + llellzz@m) 9] z2@ry
< CW L' (0,T;H3(Q))"
using (20), (21), and (22). Thus we have proved (24). d

L' (Qr)

3.3. The limit of vanishing approximation parameters. We show first the strong
convergence of the sequence (p(&7).

Lemma 13. Let the assumptions of Lemma 12 hold. Then, up to a subsequence,
(25) P& — p strongly in L*(0,T; L*?(Q)),
for allr < Q, where Q@ =n/d+p > 1.

Proof. First, consider p < 1. We show that (p7)) is bounded in L‘(0,T; W*(Q)), where
¢ =2Q/(Q+1—p) > 1. Notice that 1 < ¢ < 2 since the former inequality is equivalent to
@ > 1 — p which is true since () > 1 by assumption, and the latter property is equivalent
to p < 1. We apply the Holder inequality to Vo™ = (1/p)(p)1=PV (p#7))P yvielding

IV ey < CHOE) Pl 2ere-0 00 IV (05 200y
) 1= T
= C|lp* )HL2£(QT)”V(p(a7 ))pHL2(QT)7
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since 20(1 — p)/(2 — ¢) = 2Q). Thus, taking into account the bound for (p&7) in L*?(Qy),
by (21), this proves the desired bound.

Next, we claim that the embedding W1(Q) — L??(Q) is compact. This is the case if
1—d/¢ > —d/(2Q), which is equivalent to 2n/d +m > 1. In order to show this inequality,
we observe that the assumption p > 1 — 2/d is equivalent to n +m > 3 —4/d. If d = 2,
this implies that 2n/d +m =n +m > 1; if d = 3, we find that

tm=2mtm)+ s 2nm) > 2 25
g T T g\ g mm) 2 g 2

Hence, 1 —d/l > —d/(2Q) is satisfied for d < 3. In view of the bound for the discrete time
derivative of (p(7)), see (24), Lemma 7 (take p = 1 in the lemma) implies the existence of
a subsequence of (p&™) (not relabeled) such that (25) holds.

Finally, if p > 1, we can apply Lemma 7 to conclude the strong convergence result. [J

The estimates of Lemmas 11 and 12 imply the existence of a subsequence of (p&7),
which is not relabeled, such that, as (e,7) — 0,

&) s ¢ weakly in L2(0, T; Hl(Q ),
(pEN™ =~ 21 weakly in L*1(0,T; W1 (Q)),
(pE)™ — 2z, weakly in L*2(0, T; Wh*2(Q)),

pEIVEET) s 2o weakly in L%(0, T: W3 (€2)),
D, pT) — 9,p weakly in L¥(0,T; (H3(Q))),
D&~ g¢ weakly in L3(0,T; (H*(2)))
er®™ ~ 0 weakly in L*(0,T; H*(Q)),

| VrED PVrET) 0 weakly in LY3(Qr).

if >0,

The limits of the nonlinearities are easily identified since (a subsequence of) (p&7)) con-
verges strongly in L??(Qr), where Q > 1. Hence, up to a subsequence, p®™) — p a.e. in
Qr and (pE)™ — pm, (p&7)) — p" a.e., implying that z; = p™, 2, = p". Moreover, the
strong convergence of (p&7)) in L?(Qr) and the weak convergence of V(&™) in L2(Qyr) give
the weak convergence of (p&"Vc&™) to pVe in L'(Qr), implying that z3 = pVe.

The above convergence results are sufficient to pass to the limit (¢,7) — 0 in (16)-(17)
leading to (1)-(2). The Neumann boundary conditions are satisfied in the weak sense, and
the initial conditions hold in the sense of L(0,T; (H3(£2))'). Since in the limiting equation
the regularizing terms vanish, test functions in L*' (0, T; W' (Q)) are sufficient to obtain
the boundedness of the diffusion and drift terms. A density argument now completes the
proof.

4. THE PARABOLIC-ELLIPTIC SYSTEM
The parabolic-elliptic system corresponding to (2) is given by
(26) Op = Ap™ —div(pVe), 0= Ac+d0Ap" +p—c,
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subject to the no-flux boundary conditions

(27) (Vp™ —pVe)-v=0, V(c+dp")-v=0 ondQ, t>0,
and the initial condition
(28) p(-,0) =po in Q.

Similarly as in [14] we introduce a new unknown corresponding to the diffusion terms in
the second equation, v = ¢ + §p™, and rewrite system (26) in terms of p and v:

n
= A m ) n+1 —di
(29) dip (p Ho—p ) iv(pVv),
0 = Av+p+p" —v,

subject to the no-flux boundary conditions and initial data (28). In the case n = 1 one
simply obtains the Keller-Segel model with nonlinear diffusion, which is known to prevent
blow up [4, 21, 22]. Here, the situation is different, since for n > 1 we obtain additionally
a nonlinear growth term in the equation for v. We will show that nevertheless this system
satisfies the properties used by Kowalczyk in [21] to obtain an L*°(Qr) bound for p. The
difference here is that instead of the conservation of mass we have to make use of the
uniform boundedness of ||p|| 1), which only holds for finite times.

The main advantage of the parabolic-elliptic system is that it allows for another entropy,
since we will show that we can use powers of p as test functions in the elliptic equation,
see Remark 2.

Lemma 14. Let (p,v) be the solution of the parabolic-elliptic system (26) constructed in
Theorem 1 with py € L"(2) and py > 0. Then

p>0, v>0 ae. inQp,

and p satisfies the additional entropy estimate

(30) e [ B e+ SV g + 51V ey < C

Proof. We start again from the regularized problem to derive the nonnegativity of v and
the additional entropy estimate rigorously. As in Section 3 we skip the index k:

/Dqusdx - —/v(pmwlp"“) -v¢d:c+/pw  Vodz

(31) — 5/ (ArA¢ + |Vr|*Vr - Vo + r¢)de,
0

0= —/QW : V@/de+/ﬂ(p+5p”)¢dx - /Qv¢dx,

for appropriate test functions ¢ and 1. The existence of a global weak solution is proven
in Proposition 9. The a priori nonnegativity of v follows from a standard argument by
testing the equation for v with v~ = min{0, v}, see, e.g., [21]. The nonnegativity is clearly
preserved when performing the limit of vanishing parameters.
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To derive the additional energy estimate we first use r = ﬁp”fl as a test function in
the equation for p, integrate in time, and insert the elliptic equation for v:

P" 6 nm 2 n2
/ﬂ dz — / L+ 19 ) + 01V e

n—1

< A Vo - Vp'dedt — (| AT 22 0, + 1V 2100 + 171 72000))
T

< Vo - Vp'de dt = / p"Hdrdt+6 | p*dvdt — / vp"dx dt
Qr Qr Qr

Qr
5 n |2
<C+ §||VP 172(00)-

Here, we have used the nonnegativity of p and v and the uniform boundedness of ||p||z»(q)
(with respect to k) together with the Gagliardo-Nirenberg inequalities in the following way:

n n(n+l)/n (n+1)01/n n+1)(1—-61) (n+1)/n
e = 115y < CUTA ISR o G + o5

n 1 (n+1)01/n n
< C[|Vp ||L2TQ) hpo< ZHVP 1720 + C(9),

where 6, = 2d/((n+ 1)(2+d)) € (0,1), and for 0y = d/(d + 2), we obtain the bound

n n —0 (S n
/Qp2 de = ||p" 3200y < CIVE" 1320 l" 7y + 1" 710y < 7IVP"Za) + C9).

Since the constant C'(9) is independent of (e,7), we can perform the limit of vanishing
parameters, which completes the proof. [l

Theorem 15. Let py € L>(Q), where Q C R? is a bounded domain (1 < d < 3) with
00 € CYY and let the assumptions (5) hold. Then the parabolic-elliptic system (26)-(28)
has a global weak solution satisyfing

ol oo,z () + ll€ll Lo .z () < C(T)
for any T > 0.
In particular, test functions in L?(0,T; H'(£2)) are admissible for (26).

Proof. The iterative method of Alikakos used by Kowalczyk to derive an L*°(£2r) bound
for p requires test functions of the form p? for ¢ > n as well as the uniform boundedness of
Vu. Thus, we prove first that Vo € L>(Qr) and p € L>°(0,T; L9(2)) for suitable ¢ > 1.
Step 1: Proof of v € L>®(0,T;WhH>(Q)). If p € L>(0,T; L***1(Q)), then elliptic regu-
larity for
—Av+ov=p+94p" in, Vv-vr=0 in 9

implies that v € L>(0,T; W23F1/7(Q)) (see, e.g., [11], p. 126), and hence, by Sobolev
embedding, v € L>®(0,T; W'>*(2)). In order to show that p € L>(0,T; L3"*1(Q)), we
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employ in the regularized equation (31) the test function (3n+ 1)p*" and integrate in time:
/Pgnﬂdl’ - / poHda + 2@HVP(m+3n)/2H%2(QT) + 25bva2n+1/2H%2(QT)
Q Q
+(Bn+1)e (/ ArAp*™ + |Vr|*Vr - V" + rp3”) dxdt
Qp

< 3n VP Vodedt
Qr

= Sn/ 02 dxdt + 3(571/ p"Hda dt — 3n/ o uda dt
QT QT

Qp

< 4(571/ p " Hde dt + O,
Qr
where we have used the nonnegativity of p and v, Holder’s inequality, and 3n+2 < 4n+ 1.
Moreover, we have set a = 6mn(3n + 1)/(m + 3n)? and b = 6n*(3n + 1)/(4n + 1)%. We

apply the Gagliardo-Nirenberg inequality with § = d/(d + 2) and Holder’s and Young’s
inequalities to estimate

n n n n 2(1-6 n
Aﬁ“wzw””mwsCWﬁ“W%mw“%AJ+M“W%@

b n 13
< @HVPQ +1/2l|%2(9) + CH/32 +1/2||%1(Q)-

The last summand is estimated by interpolating, for any § > 0,

15 2 iy < I ol ey < € [ 47 <5 [ e+ o)

since p € L*>(0,7;L™(2)). Finally, combining the above estimates and by choosing
appropriately, we obtain

b
4n+1d dt < —|IV 2n+1/21(2 +C.
|t < LV g,
It remains to bound from below the terms arising from the regularization:

5/ (ArAp™ + |Vr[*Vr - V" + rp™) dadt
Qp

1
> 35/ (,02”+1(A7“)2 + 2(1 + —>p”+2|VT|2Ar + p2"+1|Vr|4) dx dt
Qr 2n

1 2
= 36/ (p"+1/2Ar + (1 + —>p3/2|V7“|2) dw dt
Qr 2n

1,2
+ 35/ 0 (pz(”_l) — <1 + —) ) |Vr|*dz dt
Or 2n
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12
> 6/ P’ <,02("_1) — (1 + —) ) |Vr|*dz dt
{pn-1<141/2n} 2n

> —5CHV7‘||‘,§4(QT) > —C,

where C' is independent of (¢,7) due to the basic entropy estimate for the regularized
system. Thus, we obtain in the limit (¢,7) — 0 for the weak solution of (26),

/QP?’”“dw + 00|V g, < C.

This implies that p € L°°(0,T; L*>"™1(Q)), which proves the claim.

Step 2: Test functions in L*(0,T; H'(Q)) are admissible. We have to verify that Vo™ €
L*(0,T; L*(€2)). We recall that the restrictions on the exponents are n—1 < m < n+1 or,
equivalently, p < m < n+1 < 2n + 1/2. Therefore, in view of Step 1, we can interpolate

2
r / V" 2dxdt = / P2 =P |y P2 ddt
m QT QT

< / VP 2da dt + / p2EnH2=R) |7 pP |2 e it
{p<1} {p=1}
<IVP 12200 + CIIVP 2 20y < C.

Step 3: We now proceed to make the estimates derived by Kowalczyk rigorous. To this
end, we will use powers of the cut-off functions px = min{p, K} as test functions. Due to
(30), p% € L*(0,T; H'(Q)) for any ¢ > n and according to Step 2, it is an admissible test
function. Let us introduce the notation

w(z,t) = (px — k) for some k > 0.

We test the equation for the cell density with (¢ + 1)w?, where ¢ > n:
O / wittdr = —5(q+ 1) / Vp" - Vwldr — (¢ +1) / Vo™ - Vwilde
Q 0 Q
+(q+1) / pVw? - Vodz
0
< —on(q+ 1)k"! / Vp - Vwildr —mq(q+1) / PtV p|Pda
0 0
+ 24|| V| () </ w(q“)/2|Vw(qH)/2\dx + k/ w(ql)/2\Vw(q+1)/2]d:U>
0 0

Neglecting the second term on the right-hand side and employing Young’s inequality to
the last two terms, we arrive at

2
8t/ wittdr < —§ﬂk"1/ Vw2 2de 4 Cq(q + 1) / wittdx + Cq(q + 1),
Q q+1 Q Q
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where C' > 0 depends on, e.g., § and [|Vv||p~(q). Starting from this inequality, Kowalczyk
[21] employed the iterative method of Alikakos to obtain

lw(-, )| L) < C(Jlwollrer)) < Cllpollzey) forall0 <t <T.

Hence, for py € L>*(Qr), we have w = (px — k) € L>(Qr) for any K, k > 0 with an
independent bound for the norm. We can let K — oo to deduce

lpC, )| o) < C(|lpollzen)) forall0 <t < T,
which finishes the proof. O

5. LONG-TIME BEHAVIOUR

The (modified) Keller-Segel system possesses the constant homogeneous steady state

p* = ¢ = M/meas(Q2). Let us consider the following system, which is equivalent to
(1)-(2):

(32) Op = Ap™ — div(pVe),

(33) adie=Ac+IAp" +p—p"—(c—c") inQ, t>0.

In the case of linear diffusion terms, m = n = 1, the decay of the relative entropy yields
the convergence of the solution towards the homogeneous steady state for large enough o
if d = 2 [14]. The corresponding relative entropy for the system under consideration with

nonlinear diffusion is
o K\n k)2
E*(t):/ {(p P Le= )
Q

n—1 20
Notice that the nonnegativity of E* is only guaranteed if n is an even integer. In particular,
E* is not well defined for general real n > 1, since p— p* may be negative. Formally, testing
(32)-(33) with (n(p — p*)"1/(n — 1), (c — ¢*)/§) we obtain the evolution equation for the
relative entropy

dE* o . (I
s [ o= 2Tl + Sl - ¢
dt o 5

1
= n/ plp — p*)" Ve - Vpdr — n/ P 'Vp - Vedr + g/(p —p")(c— c)dz.
0 Q Q

We see that for general values n > 1, also the entropy dissipation terms are not necessarily
nonnegative. Moreover, the chemotactic drift term and the term arising from the cross-
diffusion perturbation cancel out only if n = 2. These comments motivate us to consider
the case n = 2 only. We recall that, due to (5), n = 2 implies that 1 < m < 3. Thus we
restrict us to the special case
m=1, n=2,

for which the global existence of a weak solution is guaranteed. This choice allows us to
show the decay of the solution to the homogeneous steady state for certain values of §. For
the fully parabolic system we need additionally a smoothness assumption on the solution,
since the weak solution, obtained in Theorem 1, cannot be used as a test function (in
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contrast to the parabolic-elliptic system), see Remark 2. Notice that we cannot start from
the regularized problem, since there the mass of p is not conserved, hence the system does
not possesses a constant homogeneous steady state.

Now, we are in the position to prove Proposition 4 (see the introduction).

Proof. Step 1: Decay of the relative entropy. We wish to employ (2(p — p*), (¢ — ¢*)/26) as
test function in (32)-(33), which is allowed if & = 0. On the other hand, when a = 1, we
need the smoothness assumption.

Since n = 2, the evolution equation for the relative entropy

R N

dE® 1 . 1 . .
i+ 2l + Fle= W = 5 [ (0= e = e

The difference to the entropy estimate in the existence proof is that we can now apply the
Poincaré inequality to p — p* to derive the decay of the relative entropy for certain values
of §:

i/ <p—p><e—c>dm§—up—pan@Hc—cuLz( < aello = " agey + slle = ¢ iz

reduces to

1 *
> 25 ||VP||L2 2—(5”0— ¢ H%2(Q)

Finally, we obtain the entropy estimate
2

d c? ) 1
—FE* - i< 2 - 1 < 0.
ZE (1) + (2= 22 ) Vol + 5glle = ¢ ey < 0
We set k = min{1,46 — C%}/(46) > 0. Then
d

LB < —okE",
dt "

implying the exponential decay of the relative entropy
E*(t) < E*(0)e ", t>0.

If @ = 1 this immediately implies the desired decay of p — p* and ¢ — ¢* in L*(Q). For
a = 0, the relative entropy only gives the decay of p p*in L*(92).
Step 2: Decay of ¢ — c* for a = 0. Setting v* = ¢* + §(p*)?, we find that

v—vt=c—c"+8(p° = (p)?) =c—c +20p (p—p*) +d(p— p)*.
Replacing ¢ — ¢* in the elliptic equation for v,
0= Av+p—c=Avt(p—p)—(c—c),
it follows that
(34) 0=A%—=v") 4+ (1+25p")(p = p*) +d(p — p*)* — (v —v").
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Hence,

o — 0" By = (1 -+ 280") / (p— p)(v — ") + 6 / (b — p)(v — v")da.

To determine the decay of ||v—v*|| g1 () we shall derive a uniform bound for v—v*. We prove
in Step 3 below the boundedness of p — p* in L>(0, 00; L*(€2)). Then elliptic regularity for
(34) gives v—v* € L*°(0, 00; H*(Q2)) and, by Sobolev embedding, v—v* € L>(0, co; L>(R)).
Hence, proceeding with the above estimate and using Young’s inequality, we obtain
* (|2 1 *12 * |2 * * |2

Il = vl = 5llv = v"lze@) + Cllp = P Iz +llv = v [ z=@llp = 7 lIz2(0),

such that
[Che U*Hiﬂ(Q) <2(C + v = v*[|zeee) 10 — p*H%Q(Q) < Ce ™.

This implies for the original unknown ¢ — ¢* that

le = ¢ llixy < C(llo = v ey + 205711 — Lz + llo — 57 l[2aqey) < Ce™.

Step 3: Proof of p— p* € L>(0,00; L*(Q2)). Using 4(p — p*)? as a test function in the
first equation of (29) and employing the second equation in (29), we infer that

o [ (0= Va1 [ (o= RIS de 85 | (0= Vo
= 12/9/)(,0 — p*)?*Vp - Vudz
= 3/QV(,0 — p") - Vodx + 4p* /Q Vip—p*)? Vudz
=4(1+26p")p" /Q(p — ")z + (3 +106p") /Q(,o — p*)dx + 35/9(,0 — p*)dx

—3/9(0—v*)(p—p*)4dx—4p*/g(v—v*)(p—p*>3dw'

The last two terms are bounded by using the nonnegativity of p and v and the Cauchy
Schwarz inequality:

3 [ 0= Y=o =4 [ (0= dolp— g Vo + 45 [ (0= 0N = e

Q
< 3v" /(p — p*)dx + 4p*v* / plp —p’)2da +2(p*)? / (v —v")’da
Q Q Q
22 [ (o= 0V
Together with the estimate resulting from (34)

o= o) < 2004250 [ (o= Vo +28° [ (o= pY'd,
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we obtain by interpolation:
0 [ (o= 9o+ 12 [ (o= 5 PIVpPde 485 [ o= Vol
Q Q Q
< C/Q ((o=p)+(p=p) +(p—p")°) do + 36 /Q(p —p")’dx
<C) [ (p=p)do+45 [ (o p)da
Q Q
We already know the decay of ||p — p*||12(q); hence, it remains to bound |p — p*||1s(0)

in terms of the entropy dissipation. To this aim, we use the Gagliardo-Nirenberg with
0 = d/(d+ 2) and the Young inequality:

* * * 2(1—6 *
1o = ") [320) < C>IV (0= P35l (0 = )35y + 10 = ) 3160
2
< Cllplo — 0"V pll2acey + Cll (o — 9 )V plZacey + C ( [1e- p*|3d:v)

< Cllplp = p*) Vol T2 + 6ll(p — P)VpllT20) + C/Q(p — p")?da /Q(p — p*)'de.

K

¢t implies that
0 [ (o= Va6 [ (o= Volda 45 | o= VIVoPds

< 0672/@& 4 C€2nt/<p— ,0*)4d3§‘,
Q

The decay ||p — p*[|12(q) < Ce™

and we conclude that p — p* € L>(0, c0; L*(2)), which completes the proof. 0

6. NUMERICAL SIMULATIONS

This section is intended to illustrate numerically the solutions to the fully parabolic
system in two and three space dimensions. We compare the results obtained for 6 = 0 and
d = 0.005 with various values for the exponent n in (2). The simulations were carried out
using the COMSOL Multiphysics package with quadratic finite elements. The numerical
solutions are for illustration only; a more detailed comparison is the subject of future work.
We choose 2 = B;(0) for simplicity.

The two-dimensional case. We consider the fast-diffusion case m = % and prescribe

2
the initial data
po(z,y) =80(z® + y* —1)*(x — 0.1)* +5, co(z,y) =0 for (z,y) € B1(0)

with M = [, po(x,y)de = 25m/3 > 8m (see Figure 2 left). The maximal density is
Pmax = 21.5. We recall that solutions to the classical parabolic-elliptic Keller-Segel model
(m =1 and 6 = 0) blow up in finite time when the initial mass M is sufficiently large.
More precisely, in the radial case, under an additional assumption on the second moment,
the solution blows up if M > 87 [25] or, in the non-radial case, if M > 4m [24]. Since
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m > 1 leads to global existence results for the parabolic-elliptic system [4, 21], one may
conjecture that the cell density of the parabolic-parabolic model blows up in finite time
for M > 87 if m < 1. We confirm this conjecture numerically for the case m = % and the
above initial datum.

]

(a) t =0, pmax = 21.5. (b) t ~ 0.15, poax ~ 1212.

F1cURE 2. Cell density with § = 0.

The nonlinear diffusion terms cause numerical difficulties whenever the solution becomes
close to zero. Indeed, the numerical solution may become negative, and the simulations
break down. Clearly, this can be handled by developing a positivity-preserving numerical
scheme, similarly as for the porous-medium equation. Since we are using the black-box
solver COMSOL Multiphysics, we solve this problem simply by a projection method, i.e.,
we replace diffusion terms by A(max{p,e})™ with m = , e = 0.005 and A(max{p,0})",
respectively.

The cell density of the Keller-Segel model with m = % and 0 = 0 at time ¢t ~ 0.15 is
depicted in Figure 2 (right). Shortly after that time, the simulations break down which
indicates the blow up of solutions. Surprisingly, the singularity forms in the interior of the
domain in contrast to the classical Keller-Segel model (m = 1 and § = 0) for which blow
up occurs at the boundary. Our numerical experiments confirm this behavior for the model
with m = 1 and § = 0 (results are not shown). Thus, the unexpected behavior seems to
be an effect of the fast cell diffusion.

Next, we turn to the case m = % and 6 > 0. Figure 3 shows the cell density at time
t = 1000 for various exponents n = %, %, %,2. The solutions have essentially reached
their steady state at ¢ = 1000. Notice that, according to (5), the admissible parameter
range for n is % <n < % Although some of the values for n used in the simulations
are theoretically not admissible, the solution exists numerically for all time. However, we
observed numerical difficulties for large values for n (e.g. n = 6) which may indicate that

the upper bound for n in terms of m is more than just a technical assumption. We see
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from Figure 3 that the larger the value of n, the more regular the solution becomes, at
least in the tested parameter range for n.

T “Sh

(a) n =5, pmax ~ 304. (b) n =118, pmax ~ 174.

2 2
(¢) n =2, pmax ~ 110. (d) m =2, pmax =~ 30.

FIGURE 3. Cell density at time t = 1000 with 6 = 0.005.

In the limit of vanishing additional cross-diffusion § — 0, we expect that the solutions
converge to the solution to the corresponding Keller-Segel model with 6 = 0. This is
numerically confirmed in Figure 4. For o = 0.005, the cell density reaches its maximum
at the boundary (see Figure 3), whereas the maximum is attained in the interior of the
domain for very small values of 9. Thus, it seems that the cross-diffusion regularization
produces a stationary state which is more concentrated on the boundary.

The three-dimensional case. We consider the linear case m = 1 and prescribe the
initial data

po(z,y,2) = 10+ 80(z* + y* + 22 — 1)*(z — 0.4)*, co(z,y,2) =0, (z,y) € B1(0),
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]

(d) 6 =0, prax ~ 1212.

FIGURE 4. Cell density at time ¢ ~ 0.15 with n = 3/2.

see Figure 5 (left). In three space dimenions, even for the parabolic-elliptic system, there
is no critical threshold known for the occurence of blow up. A more complicated functional
relation between the second moment and the L3/2 norm of the cell density has been derived
in [7] as a sufficient condition for finite-time blow up. We observed that the numerical
solution to the fully parabolic model with § = 0 breaks down after time ¢ ~ 0.46, which
may indicate a blow-up formation (see Figure 5 right).

The initial data in Figure 5 is represented using slices, since the highest values occur
inside the domain, whereas for the following simulations, we use the level-set representation
which is more appropriate for demonstrating aggregation phenomena on the boundary.

In Figure 6 we compare the cell density at time t = 1000 with 6 = 0.005 and n =
g, %, g, %. At ¢ = 1000, the solutions have essentially reached the (non-homogeneous)
steady state. As we already proved in Proposition 4, when performing the same simulation
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(a) t =0, pmax ~ 46. (b) t = 0.46, pmax ~ 5460.

FiGure 5. Cell density with 6 = 0.

with n = 2, the solution converges to the homogeneous steady state. As in the two-
dimensional situation, the maximal cell density is achieved at the boundary.
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