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Abstract. A class of parabolic cross-diffusion systems modeling the interaction of an arbi-
trary number of population species is analyzed in a bounded domain with no-flux boundary
conditions. The equations are formally derived from a random-walk lattice model in the
diffusion limit. Compared to previous results in the literature, the novelty is the combina-
tion of general degenerate diffusion and volume-filling effects. Conditions on the nonlinear
diffusion coefficients are identified, which yield a formal gradient-flow or entropy structure.
This structure allows for the proof of global-in-time existence of bounded weak solutions
and the exponential convergence of the solutions to the constant steady state. The existence
proof is based on an approximation argument, the entropy inequality, and new nonlinear
Aubin-Lions compactness lemmas. The proof of the large-time behavior employs the en-
tropy estimate and convex Sobolev inequalities. Moreover, under simplifiying assumptions
on the nonlinearities, the uniqueness of weak solutions is shown by using the H−1 method,
the E-monotonicity technique of Gajewski, and the subadditivity of the Fisher information.

1. Introduction

In this paper, we analyze a class of multi-species population cross-diffusion systems with
volume-filling effects. Such systems arise in various applications, like spatial segregation of
interacting species [25], chemotactic cell migration in tissues [24], and ion transport through
membranes [8]. Our model class can be derived from a system of random-walk master equa-
tions in the diffusion limit for a large class of transition rates (see Appendix A). The key
novelty of our analysis is the identification of a new entropy or formal gradient-flow structure
and the treatment of non-standard degeneracies in the diffusion coefficients, which signifi-
cantly extends previous results in [19].

The diffusion systems have the form

(1) ∂tu− div(A(u)∇u) = 0 in Ω, t > 0,

with boundary and initial conditions

(2) (A(u)∇u) · ν = 0 on ∂Ω, t > 0, u(0) = u0 in Ω.

Here, Ω ⊂ R
d (d ≥ 1) is a bounded domain, A(u) = (Aij(u)) ∈ R

n×n is a diffusion matrix,
the function u = (u1, . . . , un) : Ω × (0,∞) → R

n is the vector of the proportions of the
subpopulations, and un+1 = 1−∑n

i=1 ui is the proportion of unoccupied space. In particular,
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0 ≤ ui ≤ 1 for all i = 1, . . . , n + 1. The ith component of equations (1) and (2) has to be
understood, respectively, as

∂tui −
n∑

j=1

div(Aij(u)∇uj) = 0,
n∑

j=1

Aij(u)∇uj · ν = 0.

The boundary condition in (2) means that the physical or biological system is isolated; the
species cannot move through the boundary. For ease of presentation, we have neglected
reaction and drift terms in the equations. We refer to Section 7 for a discussion of more
general models.

The diffusion matrix in (1) is given by

(3) Aij(u) = δijpi(u)qi(un+1) + uipi(u)q
′
i(un+1) + uiqi(un+1)

∂pi
∂uj

(u), i, j = 1, . . . , n,

where δij is the Kronecker delta. The nonnegative functions pi and qi model the transition
rates in the random-walk lattice model. The coefficients Aij are derived from this model in
the diffusion limit (see Section A). The function qi vanishes when the cells are fully packed,
i.e. if

∑n
i=1 ui = 1, so qi(0) = 0 and qi is nondecreasing. In the literature, several special

models were considered and we review now some of them.

Example 1. 1. Population-dynamics models. The case n = 2, pi(u) = ai0 + ai1u1 + ai2u2
and qi(u3) = 1 for i = 1, 2 was suggested by Shigesada, Kawasaki, and Teramoto [25] to
describe the spatial segregation of interacting populations and to study the coexistence of
two similar species. This model has attracted a lot of attention in the literature. One of the
first existence results is due to Kim [20] who imposed some restrictions of the parameters
aij . The tridiagonal case a21 = 0 was investigated, e.g., by Amann [1] and Le [21]. The first
global existence result without any restriction on the diffusion coefficients (except positivity)
was achieved in [18] in one space dimension and in [9, 10] in several space dimensions. The
case of concave functions p1 and p2 was analyzed by Desvillettes et al. [13], recently improved
in [14]. The n-species case with superlinear functions pi(u) was investigated in [19]; also see
[4] for a so-called relaxed system.

2. Ion-transport models. The case pi(u) = 1 for i = 1, . . . , n and q(un+1) = un+1 was
employed to describe the motility of biological cells [27] or the ion transport through nanopores
[8]. The global existence of bounded weak solutions was proved in [7]. This result was
generalized in [19] to a class of nondecreasing functions including all power functions q(s) = sα

with α ≥ 1. The models in [8, 27] also include a drift term to account for electric effects, and
we discuss these extensions in Section 7.

3. Multi-species chemotaxis models. A special case of the model in [24] is given by pi(u) = 1
and q(un+1) = un+1, similar to the ion-transport model. In fact, the system in [24] contains
additional terms which cannot be described by (3) since the transition rates assumed in [24]
are not of the type pi(u)qi(un+1) (see (66) in Appendix A) but they equal pi(u) + qi(un+1).
We refer to the discussion in Section 7. �

In the model classes (i) and (ii), either pi ≡ 1 or qi ≡ 1. In contrast, we investigate here
a more general model class allowing for nonconstant functions pi and qi. A guiding example
is system (1) with diffusion coefficients (3) and pi(u) = u1 + u2, qi(s) = s for i = 1, 2, which
models volume-filling effects in population systems. The diffusion matrix reads explicitly as

(4) A(u) =

(
u1(1− u1 − u2) + (u1 + u2)(1− u2) u1

u2 u2(1− u1 − u2) + (u1 + u2)(1− u1)

)
.
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We will show in Theorem 1 that (1) with this diffusion matrix possesses a global weak solution
satisfying 0 ≤ u(t) ≤ 1 for all t > 0. In fact, Theorem 1 is concerned with much more general
models.

The analysis of system (1) with diffusion matrix (3) faces a number of mathematical chal-
lenges. First, the equations are strongly coupled such that standard tools, like maximum
principles and regularity theory, generally do not apply. Second, the diffusion matrix is gen-
erally not positive definite and thus, even the local-in-time existence of solutions is nontrivial.
Third, since the variables ui are proportions, we need to prove lower and upper bounds for the
solutions (here, ui ≥ 0 and

∑n
i=1 ui ≤ 1), but maximum principle or invariant region methods

seemingly do not apply. Fourth, the parabolic system may be degenerate (e.g. like in (4) for
u = (0, 1) or u = (1, 0)).

Some of these difficulties have been dealt with in, e.g., [19] under the assumption that the
diffusion system has a formal entropy or gradient-flow structure, i.e., there exists a convex
functional h : D → Ω (called entropy density), where D ⊂ R

n, such that the matrix B =
A(u)h′′(u)−1 is positive semi-definite and (1) can be written as

(5) ∂tu− div(B∇h′(u)) = 0,

where h′(u) and h′′(u) are the Jacobian and Hessian of h, respectively. This formulation has
two advantages: First, H[u] =

∫
Ω h(u)dx is a Lyapunov functional along solutions u(t) to

(1)-(2),

(6)
dH

dt
[u(t)] =

∫

Ω
h′(u) · ∂tudx = −

∫

Ω
∇u : h′′(u)A(u)∇u = −

∫

Ω
∇w : B∇wdx ≤ 0.

where w = h′(u) are called entropy variables. In particular, this yields a gradient-type
estimate for w or u. Second, if h′ is invertible on D (see Lemma 5), the original variable
u = (h′)−1(w) is an element of D . Thus, if D is a bounded domain, we obtain lower and
upper bounds for u without the use of a maximum principle. In our situation, we define
D = {u ∈ R

n : ui > 0 for i = 1, . . . , n,
∑n

j=1 uj < 1} such that ui is positive and bounded by
one.

There remain still two issues for systems with diffusion coefficients (3). The first one is
to identify a suitable entropy density h, the second one is the possible degeneracy. In the
example given by (4), we choose

h(u) =
2∑

i=1

ui(log ui − 1) + (1− u1 − u2)(log(1− u1 − u2)− 1)

+ (u1 + u2)(log(u1 + u2)− 1) + 4,

which yields the matrix

B = A(u)h′′(u)−1 =

(
u1(u1 + u2)(1− u1 − u2) 0

0 u2(u1 + u2)(1− u1 − u2)

)
.

At least one eigenvalue of B vanishes if u ∈ ∂D = {u1 = 0, u2 = 0, 1 − u1 − u2 = 0}. In
this sense, system (1) is called to be of degenerate type. Generally, systems (1) are always of
degenerate type since q(0) = 0. Here, we develop a technique to deal with such a degeneracy.

We overcome these issues by developing two main ideas. Our first key idea is the identifi-
cation of a class of functions pi and qi for which we are able to define a novel entropy density.
The second idea is the extension of the Aubin-Lions compactness lemma to non-standard
degenerate cases. In the following, we detail these concepts.
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We make the following structural hypotheses on the functions pi and qi: There exist func-
tions q : [0, 1] → R, χ : D → R and a number γ > 0 such that for all i = 1, . . . , n,

q(s) := qi(s) > 0, q′(s) ≥ γq(s) for s ∈ (0, 1), q(0) = 0, q ∈ C3([0, 1]),(7)

pi(u) = exp

(
∂χ(u)

∂ui

)
for u ∈ D , χ ≥ is convex on D , χ ∈ C3(D).(8)

Examples of functions q and pi satisfying these conditions are given in Remark 2. We define
the entropy density

(9) h(u) =

n∑

i=1

(ui log ui − ui + 1) +

∫ un+1

a
log q(s)ds+ χ(u), u ∈ D ,

where a ∈ (0, 1] is such that
∫ b
a log q(s)ds ≥ 0 for all b ∈ (0, 1), namely

(10) a =

{
1 if q(1) ≤ 1,

q−1(1) if q(1) > 1.

Notice that we require that all functions qi are the same and that pi possesses a particu-
lar structure. It seems to be difficult to treat more general cases, except imposing other
conditions.

Surprisingly, system (1) with (3) partially decouples in the entropy variables. Indeed, we
may write the following formal “generalized” gradient-flow formulation

∂tui − div

(
q(un+1)

2∇ exp
∂h

∂ui

)
= 0, i = 1, . . . , n,

which makes the degenerate structure more apparent than (1). We also note that if q ≡ 1,
we obtain ∂tui = ∆(exp(∂h/∂ui)) = ∆(uipi(u)). This structure was exploited in [13, 14].

A computation, which is made rigorous below, shows that the following entropy inequality
holds:

(11)
d

dt

∫

Ω
h(u)dx+ c

∫

Ω

(
q(un+1)

2
n∑

i=1

|∇u
1/2
i |2 + |∇q(un+1)

1/2|2
)
dx ≤ 0,

where c > 0 is some constant. We wish to deduce L2 gradient estimates for u1, . . . , un, which
are needed to apply the Aubin-Lions compactness lemma for a suitable approximated system.
However, because of the degeneracy of q (i.e. q(0) = 0), these estimates are nontrivial. We
overcome this problem by proving two compactness results.

The first compactness result essentially states that if we have (i) uniform gradient estimates
for the bounded sequences (ξε) and (ξεηε), (ii) a uniform estimate for the (discrete) time
derivative of ηε, and (iii) the strong convergence ξε → ξ in L2, then up to a subsequence,
ξεf(ηε) → ξf(η) in L2 for any continuous function f (Lemma 7). If ξε were strictly positive,
the statement would be a consequence of the usual Aubin-Lions lemma [26]. Here, we are
able to deal with functions ξε which may vanish locally. The case f(s) = s was considered in
[7, 19].

The second compactness result is a generalization of the Aubin-Lions-Dubinskĭı lemma;
see, e.g., [11, 22]. It states that if a bounded sequence (uε) possesses a uniform estimate for
the (discrete) time derivative and a uniform gradient estimate for Q(uε) and Q′(uε) for some
nonnegative convex increasing function Q, then up to a subsequence, uε → u strongly in L2
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(Lemma 8). This result is complementary to the nonlinear Aubin-Lions lemma stated in [22]
and generalizes the lemma in [11] stated for Q(s) = sα with α > 1.

Based on the above ideas, we prove three results. First, we show the global-in-time existence
of bounded weak solutions to (1)-(3) satisfying the entropy inequality (11) (Theorem 1).
Second, the entropy inequality and a convex Sobolev inequality allow us to show that un+1(t)
converges to the constant steady state in the L2 sense. Moreover, if q is strictly positive, this
convergence also holds for u1(t), . . . , un(t) (Theorem 3). Third, if pi ≡ 1 for all i = 1, . . . , n,
there is a unique weak solution to (1)-(3). The proof combines the H−1 method and the
E-monotonicity technique of Gajewski [16].

The paper is organized as follows. The main results are stated and commented in Section 2.
Section 3 is devoted to the proof of some auxiliary results, like the positive semi-definiteness of
the matrix h′′(u)A(u) and the Aubin-Lions compactness lemmas. The three main theorems
are proved in Sections 4, 5, and 6, respectively. Extensions of our model are discussed in
Section 7. Appendix A is concerned with the formal derivation of (1) from a random-walk
lattice model.

2. Main results

We state our main theorems and detail the ideas of the proofs. The first theorem is
concerned with the global existence of bounded weak solutions. Recall that

(12) D =
{
u = (u1, . . . , un) ∈ R

n : ui > 0 for i = 1, . . . , n,
n∑

j=1

uj < 1
}
.

Theorem 1 (Global existence). Let T > 0, let u0 : Ω → D be a measurable function such
that h(u0) ∈ L1(Ω), and let A(u) be given by (3). Assume that hypotheses (7) and (8) hold.
Then:

(i) There exists a weak solution u : Ω × (0, T ) → D to (1)-(2) satisfying ui ≥ 0, un+1 :=
1−∑n

i=1 ui ≥ 0, and

q(un+1)
1/2, u

1/2
i q(un+1)

1/2, uipi(u)q(un+1)
1/2 ∈ L2(0, T ;H1(Ω)),(13)

ui ∈ L∞(0, T ;L∞(Ω)), ∂tui ∈ L2(0, T ;H1(Ω)′), i = 1, . . . , n.(14)

The function u satisfies the weak formulation
n∑

i=1

∫ T

0
〈∂tui, φi〉dt+

n∑

i=1

∫ T

0

∫

Ω

[
q(un+1)

1/2∇
(
uipi(u)q(un+1)

1/2
)

(15)

− 3uipi(u)q(un+1)
1/2∇q(un+1)

1/2
]
· ∇φidxdt = 0

for all φ1, . . . , φn ∈ L2(0, T ;H1(Ω)), and u(0) = u0 in the sense of H1(Ω)′. Here, 〈·, ·〉
denotes the duality product of H1(Ω)′ and H1(Ω).

(ii) The following entropy inequality holds:
∫

Ω
h(u(t))dx+ c0

∫ t

0

∫

Ω

(
n∑

i=1

q(un+1)
2|∇u

1/2
i |2 + |∇q(un+1)

1/2|2
)
dxdt(16)

≤
∫

Ω
h(u0)dx,

where c0 = 4p0min{1, δ} > 0 with p0 and δ being defined in (23) below.
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(iii) If
∫ b
0 | log q(s)|ds = +∞ for all 0 < b < 1 then un+1 > 0 a.e. in Ω× (0, T ).

Remark 2. We present examples of functions q and pi satisfying (7) and (8), respectively.
Hypothesis (7) is satisfied by q(s) = sα for s ∈ [0, 1], where α ≥ 1. Indeed, the inequality
q′(s) ≥ γq(s) holds for all s ∈ [0, 1] with γ := α. Another example class is given by q(s) =
exp(f(s)) − 1 with f(0) = 0 and f ′(s) ≥ γ > 0 for s ∈ [0, 1]. A concrete example is
q(s) = exp(sα) − 1 with 0 < α ≤ 1. A third example is q(s) = exp(−s−α) with α > 0 which
satisfies the assumption stated in Theorem 1, part (iii).

Hypothesis (8) is satisfied by every function pi(u) = p̃i(ui), where p̃i ∈ C1([0, 1]) is strictly
positive and nondecreasing. Indeed, let us define

χi(s) =

∫ s

0
log p̃i(σ)dσ + k, χ(u) =

n∑

j=1

χj(uj)

for s ∈ [0, 1], i = 1, . . . , n, and u = (u1, . . . , un) ∈ D . Here, k > 0 is such that χi ≥ 0 in [0, 1].
Since p̃i is strictly positive and nondecreasing in [0, 1], it follows that χ′′(u), given by

∂2χ

∂ui∂uj
(u) = δij

p̃′i(ui)

p̃i(ui)
, i, j = 1, . . . , n,

is positive semi-definite and χ : D → [0,∞) is convex. Furthermore, exp(∂χ/∂ui) = p̃i(ui) =
pi(u) for u ∈ D .

Another example is given by pi(u) = (
∑n

j=1 ajuj)
ai with ai ≥ 0, i = 1, . . . , n. Indeed, the

function χ(u) =
∑n

j=1 ajuj(log(
∑n

j=1 ajuj) − 1) is convex on D and satisfies exp(∂χ/∂ui) =

exp(ai log(
∑n

j=1 ajuj)) = pi(u). This example corresponds to the diffusion matrix (4) for
n = 2 and a1 = a2 = 1. �

The proof of Theorem 1 is based on an approximation and regularization of (1). More
precisely, we consider the semi-discrete system

1

τ
(u(wk)− u(wk−1)) = div(B(wk)∇wk) + τ2(∆wk + wk) + ετ2

∑

2≤|α|≤m

(−1)|α|−1D2αwk

with homogeneous Neumann boundary conditions, where τ > 0, ε > 0, m > d/2, u(w) =
(h′)−1(w), wk approximates w(kτ), and D2α is a partial derivative of order 2|α|, with α ∈ N

d
0

being a multiindex. Compared to [19], we need two regularization levels: the H1 regulariza-
tion given by ∆wk + wk and the Hm regularization given by the sum over α. The second
regularization is needed to obtain approximate L∞ solutions (observe thatHm(Ω) →֒ L∞(Ω)),
while the first one allows us to interpret the weak formulation in the larger space H−1 instead
of H−m. This is needed to apply the generalized Aubin-Lions Lemmas 7 and 8, for which
H−1 is required.

The entropy inequality (11), adapted to the above problem, yields uniform Hm estimates.
Hence, applying the Leray-Schauder fixed-point theorem, we obtain the existence of semi-
discrete Hm solutions. The same entropy inequality provides a priori estimates uniform in τ
and ε. First, we perform the limit ε → 0, then the limit τ → 0. The latter limit is highly

nontrivial since we have only an L2 bound for q(un+1)∇u
1/2
i , and q(un+1) = 0 at un+1 = 0 is

possible. This degeneracy will be overcome by the compactness result in Lemma 7.
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The second result is about the large-time behavior of the solutions to the constant steady
state given by

u∞i =
1

|Ω|

∫

Ω
u0i dx, i = 1, . . . , n, u∞n+1 = 1−

n∑

i=1

u∞i .

We are able to prove exponential convergence of un+1(t) and, under an additional assumption
on q, also of u1(t), . . . , un(t).

Theorem 3 (Convergence to steady state). Let Ω be convex, u0 ∈ L1(Ω;D), let A(u) be
given by (3), and assume that (7) and (8) hold. Furthermore, let q ∈ C3([0, 1]) be such that
q′ is strictly positive and q/q′ is concave on (0, 1). Let u : Ω× (0, T ) → D be a weak solution
to (1)-(2) in the sense of Theorem 1. Then

(17) ‖un+1(t)− u∞n+1‖L2(Ω) ≤ C1e
−λ1t, t ≥ 0,

where C1 = (2/γ)1/2‖h∗(u0|u∞)‖1/2
L1(Ω)

and λ1 = c0q1/(4cS), h
∗ is the relative entropy density

(see (19)), q1 := mins∈[0,1] q
′(s) > 0, c0 > 0 is defined in Theorem 1, and cS > 0 is the

constant of the convex Sobolev inequality in Lemma 10. Moreover, if q0 := mins∈[0,1] q(s) > 0,

(18) ‖ui(t)− u∞i ‖L2(Ω) ≤ C1e
−λ2t, t ≥ 0, i = 1, . . . , n,

where λ2 = c0q0/cL and cL > 0 is the constant in the logarithmic Sobolev inequality (see, e.g.,
[12, Lemma 1]).

The convexity of Ω and the concavity of q/q′ is needed to apply the convex Sobolev in-
equality (see Lemma 10 below). For instance, q/q′ is concave for q(s) = sα with α > 0. The
condition on the strict positivity of q contradicts the assumption q(0) = 0 in Hypothesis (7).
However, Theorem 1 is also valid for functions q(0) > 0. In fact, the existence analysis is
much easier in this case since the problem becomes nondegenerate.

The idea of the proof is to derive an inequality for the relative entropy

(19)

∫

Ω
h∗(u|u∞)dx =

∫

Ω

(
h(u)− h(u∞)− h′(u∞) · (u− u∞)

)
dx.

A computation, which is made rigorous in Section 5, shows that

d

dt

∫

Ω

∫ un+1(t)

u0
n+1

log q(s)dsdx+ c

∫

Ω
|∇q(un+1)

1/2|2dx ≤ 0

for some c > 0. The entropy dissipation can be bounded from below (up to a factor) by the
relative entropy by means of the convex Sobolev inequality [2]. Together with the Gronwall
lemma and the convexity of the relative entropy, this yields exponential convergence of un+1(t)
to u∞n+1 in the L2 norm. In a similar way, we obtain the entropy inequality

d

dt

∫

Ω

n∑

i=1

ui(t) log
ui(t)

u∞i
dx+ c

∫

Ω
q(un+1)

2|∇u
1/2
i |2dx ≤ 0.

Here, the degeneracy of q at un+1 = 0 prevents the application of the logarithmic Sobolev
inequality. For this reason, we assume that q is strictly positive. Then, by Gronwall’s lemma
again, we deduce the exponential convergence of ui(t) to u∞i in the L2 norm.

Our last theorem is a uniqueness result in the special case pi ≡ 1. This includes the
ion-transport model [8].
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Theorem 4 (Uniqueness of solutions). Let the assumptions of Theorem 1 hold and let pi ≡ 1
for i = 1, . . . , n. Then there exists a unique weak solution to (1)-(2) satisfying (13)-(14).

The idea of the proof is to combine the H−1 method and the E-monotonicity technique of
Gajewski [16]. In fact, we exploit the special structure of (1) and (3) in the case pi ≡ 1:

∂tui = div
(
q(un+1)∇ui − ui∇q(un+1)

)
, i = 1, . . . , n.

Summing all these equations, we end up with a simple equation for un+1:

∂tun+1 = ∆Q(un+1), Q′(s) = q(s) + (1− s)q′(s).

The uniqueness for un+1 is shown by the usualH−1 method. The uniqueness for the remaining
components ui is more difficult since we cannot easily treat the drift term. This is in contrast
to the drift-diffusion equations for semiconductors, where a monotonicity property of the drift
term can be exploited. Here, we employ the E-monotonicity method [16]. This method is
based on the convexity of the logarithmic entropy. More precisely, define the distance

d(u, v) =
n∑

i=1

∫

Ω

(
ξ(ui) + ξ(vi)− 2ξ

(
ui + vi

2

))
dx,

ξ(s) = s(log s− 1) + 1, s ≥ 0.

A formal computation, which is made rigorous in Section 6, using the subadditivity of the
Fisher information (see Lemma 9), shows that

d

dt
d(u, v) ≤ 0, t > 0,

and consequently, d(u(t), v(t)) ≤ d(u(0), v(0)) = 0 for t > 0. Since ξ is convex, we infer that
d(u(t), v(t)) ≥ 0, which finally yields ui = vi for i = 1, . . . , n.

3. Auxiliary results

3.1. Invertibility of the entropy transformation. We show that the transformation of
variables w = h′(u) can be inverted. Recall that the set D is defined in (12).

Lemma 5. Let assumptions (7)-(8) hold. Then the function h : D → R, defined in (9), is
strictly convex, nonnegative, belongs to C2(D), and its gradient h′ : D → R

n is invertible.
Moreover, the inverse of the Hessian h′′ : D → R

n is uniformly bounded.

Proof. We first show that h′ : D → R
n is invertible. For this, we observe that

∂h

∂ui
= log ui − log q

(
1−

n∑

j=1

uj

)
+

∂χ

∂ui
, i = 1, . . . , n.

The Jacobian of the function g = (g1, . . . , gn) : D → R
n, defined by gi(u) = log ui − log q(1−∑n

j=1 uj), is positive definite since

∂gi
∂uj

=
δij
ui

+
q′(un+1)

q(un+1)
.

It is shown in Step 1 of the proof of Theorem 6 in [19] that g : D → R
n is invertible. Thus,

we can define the function f = h′ ◦ g−1 : Rn → R
n. Since h′′(u) and g′(u) are nonsingular

matrices for u ∈ D , the Jacobian of f ,

f ′(y) = h′′(g−1(y))(g′)−1(g−1(y)),
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is nonsingular for y ∈ R
n. Moreover, by the definitions of f and g, we have

(20) f(y) = y + χ′(g−1(y)), y ∈ R
n.

Hypothesis (8) states that χ′ ∈ C0(D) ⊂ L∞(D), thus (20) implies that |f(y)| → ∞ as
|y| → ∞. This property as well as the invertibility of the matrix f ′(u) allow us to apply
Hadamard’s global inverse theorem, showing that f : Rn → R

n is invertible. Consequently,
also h′ = f ◦ g : D → R

n is invertible.
It remains to prove that the inverse of the Hessian of h is bounded. Since q′/q ≥ 0,

0 < ui < 1, and χ is convex in D , the expression

(21)
∂2h

∂ui∂uj
=

δij
ui

+
q′(un+1)

q(un+1)
+

∂2χ

∂ui∂uj
, u ∈ D ,

shows that v⊤h′′(u)v ≥ |v|2 for all u ∈ D , v ∈ R
n. We infer that all points in the spectrum

of h′′ are strictly positive in D . In particular, h is strictly convex. As h′′ is symmetric, we
conclude that the inverse of h′′ is bounded in D . �

3.2. Positive definiteness of HA. We show that the productHA of the HessianH := h′′(u)
and the diffusion matrix A = A(u) is positive definite. This result is needed to deduce gradient
estimates for u; see (6).

Lemma 6. Let assumptions (7)-(8) hold. Then the matrix HA is symmetric and positive
definite. More precisely, for all u ∈ D and v ∈ R

n, we have

(22) v⊤(HA)v ≥ p0q(un+1)

n∑

i=1

v2i
ui

+ p0δ
q′(uun+1)

2

q(un+1)

(
n∑

i=1

vi

)2

,

where

(23) p0 = min
1≤i≤n

inf
u∈D

pi(u) > 0, δ = min

{
1

2
,

2q(1/2)

sup1/2<s<1 q
′(s)

}
> 0.

Proof. First, we verify the symmetry of HA. Using (21) and the definition of A, we find that

(HA)ij =
n∑

k=1

(
δik
ui

+
∂2χ

∂ui∂uk
+

q′

q

)(
δkjpkq + ukpkq

′ + ukq
∂pk
∂uj

)

= δij
piq

ui
+ piq

′ +
∂pi
∂uj

q +
∂2χ

∂ui∂uj
pjq +

n∑

k=1

∂2χ

∂ui∂uk
ukpkq

′

+
n∑

k=1

∂2χ

∂ui∂uk

∂pk
∂uj

ukq + pjq
′ +

(q′)2

q

n∑

k=1

pkuk + q′
∑

k

uk
∂pk
∂uj

.

Dividing this equation by q, defining ϕ = q′/q, and taking into account that, by assumption
(8),

∂2χ

∂ui∂uj
=

1

pj

∂pj
∂ui

=
1

pi

∂pi
∂uj

for i, j = 1, . . . , n,

we infer that

1

q
(HA)ij = δij

pi
ui

+ piϕ+
∂pi
∂uj

+
∂pj
∂ui

+
n∑

k=1

∂pk
∂ui

ukϕ
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+
n∑

k=1

∂pk
∂ui

∂pk
∂uj

uk
pk

+ pjϕ+ ϕ2
n∑

k=1

pkuk + ϕ
n∑

k=1

uk
∂pk
∂uj

= δij
pi
ui

+
∂pi
∂uj

+
∂pj
∂ui

+
n∑

k=1

uk
pk

∂pk
∂ui

∂pk
∂uj

+ ϕ

(
pi + pj +

n∑

k=1

uk

(
∂pk
∂ui

+
∂pk
∂uj

))
+ ϕ2

n∑

k=1

pkuk,(24)

which proves the symmetry of HA.
Next, we show the lower bound (22). Since pi is strictly positive in D , pi(u) = λ + p̂i(u)

for any λ ∈ (0, p0), where p0 > 0 is defined in (23), and p̂i(u) is still strictly positive in D .
Then we can write (24) as HA/q = M + λN for two matrices M = (Mij) and N = (Nij),
defined by

Mij = δij
p̂i
ui

+
∂p̂i
∂uj

+
∂p̂j
∂ui

+
n∑

k=1

uk
p̂k + λ

∂p̂k
∂ui

∂p̂k
∂uj

+ ϕ

(
p̂i + p̂j +

n∑

k=1

uk

(
∂p̂k
∂ui

+
∂p̂k
∂uj

))
+ ϕ2

n∑

k=1

p̂kuk,

Nij =
δij
ui

+ 2ϕ+ ϕ2
n∑

k=1

uk =
δij
ui

+ 2ϕ+ ϕ2(1− un+1).

Let v ∈ R
n. Then v⊤(HA/q)v = v⊤Mv + v⊤Nv. We consider v⊤Nv first:

(25) v⊤Nv =
n∑

i=1

v2i
ui

+ ϕ(2 + ϕ(1− un+1))

(
n∑

i=1

vi

)2

.

The inequalities

2q(s) + (1− s)q′(s) ≥ (1− s)q′(s) ≥ 1

2
q′(s) for 0 ≤ s ≤ 1

2
,

2q(s) + (1− s)q′(s) ≥ 2q(s) ≥ 2q(1/2)

sup1/2<σ<1 q
′(σ)

q′(s) for
1

2
≤ s ≤ 1,

imply that

2q(un+1) + (1− un+1)q
′(un+1) ≥ δq′(un+1),

where δ > 0 is defined in (23). Thus, (25) yields

v⊤Nv ≥
n∑

i=1

v2i
ui

+ δϕ2

(
n∑

i=1

vi

)2

.

Finally, we show that v⊤Mv ≥ 0, which, together with the above estimate proves the
lemma. Using the definition of M , we compute

v⊤Mv =
n∑

i=1

p̂i
ui
v2i +

n∑

k=1

uk
p̂k

(
n∑

i=1

vi
∂p̂k
∂ui

)2

+ 2
n∑

i,j=1

∂p̂j
∂ui

vivj(26)
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+ 2ϕ




n∑

j=1

vj



(

n∑

i=1

p̂ivi +
n∑

k=1

uk

n∑

i=1

vi
∂p̂k
∂ui

)
+ ϕ2

(
n∑

k=1

ukp̂k

)


n∑

j=1

vj




2

.

Let us consider the terms proportional to ϕ and ϕ2:

2ϕ




n∑

j=1

vj



(

n∑

i=1

p̂ivi +
n∑

k=1

uk

n∑

i=1

vi
∂p̂k
∂ui

)
+ ϕ2

(
n∑

k=1

ukp̂k

)


n∑

j=1

vj




2

=

(
n∑

k=1

ukp̂k

)
ϕ2




n∑

j=1

vj




2

+ 2ϕ




n∑

j=1

vj



∑n

i=1 p̂ivi +
∑n

k=1 uk
∑n

i=1 vi(∂p̂k/∂ui)∑n
k=1 ukp̂k




=

(
n∑

k=1

ukp̂k

)
ϕ

n∑

j=1

vj +

∑n
i=1 p̂ivi +

∑n
k=1 uk

∑n
i=1 vi(∂p̂k/∂ui)∑n

k=1 ukp̂k



2

−
(∑n

i=1 p̂ivi +
∑n

k=1 uk
∑n

i=1 vi(∂p̂k/∂ui)
)2

∑n
k=1 ukp̂k

.

Inserting this expression into (26) yields

v⊤Mv ≥
n∑

i=1

p̂i
ui
v2i +

n∑

k=1

uk
p̂k

(
n∑

i=1

vi
∂p̂k
∂ui

)2

+ 2
n∑

i,j=1

∂p̂j
∂ui

vivj

−
(∑n

i=1 p̂ivi +
∑n

k=1 uk
∑n

i=1 vi(∂p̂k/∂ui)
)2

∑n
k=1 ukp̂k

.

We claim that the right-hand side can be written as a square. To see this, we introduce the
vectors y = (y1, . . . , yn), z = (z1, . . . , zn) ∈ R

n by

yi =

√
p̂i
ui
vi +

√
ui
p̂i

n∑

k=1

vk
∂p̂i
∂uk

, zi =

√
uip̂i√∑n

k=1 ukp̂k
, i = 1, . . . , n.

The properties

|z|2 = 1, |y|2 =
n∑

i=1

p̂i
ui
v2i +

n∑

k=1

uk
p̂k

(
n∑

i=1

vi
∂p̂k
∂ui

)2

+ 2

n∑

i,j=1

∂p̂j
∂ui

vivj ,

y · z =

∑n
i=1 p̂ivi +

∑n
k=1 uk

∑n
i=1 vi(∂p̂k/∂ui)√∑n

k=1 ukp̂k

show that
v⊤Mv ≥ |y|2 − (y · z)2 = |y − (y · z)z|2 ≥ 0.

The lemma is proved. �

3.3. Generalized Aubin lemmas. We prove two generalized Aubin lemmas for functions
which are piecewise constant in time, extending results from [11, 19].

Lemma 7 (Generalized Aubin lemma I). Let (ξ(τ)), (η
(τ)
1 ), . . . , (η

(τ)
n ) be sequences of functions

which are piecewise constant in time with constant step size τ > 0 and which are bounded in
L∞(0, T ;L∞(Ω)). Furthermore, they satisfy the following properties:
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• ξ(τ) → ξ strongly in L2(0, T ;L2(Ω)) as τ → 0.

• η
(τ)
i ⇀ ηi weakly* in L∞(0, T ;L∞(Ω)) as τ → 0 for i = 1, . . . , n.

• There exists C > 0 such that for all τ > 0 and i = 1, . . . , n,

(27) ‖ξ(τ)‖L2(0,T ;H1(Ω)) + ‖ξ(τ)η(τ)i ‖L2(0,T ;H1(Ω)) + τ−1‖η(τ)i − πτη
(τ)
i ‖L2(τ,T ;H1(Ω)′) ≤ C,

where πτη
(τ)
i (·, t) = η

(τ)
i (·, t− τ) for τ ≤ t ≤ T is a shift operator. Let D ⊂ R

n be a compact

domain such that η(τ)(x, t) = (η
(τ)
1 , . . . , η

(τ)
n )(x, t) ∈ D for a.e. (x, t) ∈ Ω × (0, T ). Then, for

all f ∈ C0(D;Rn), up to a subsequence, as τ → 0,

ξ(τ)f(η(τ)) → ξ(τ)f(η(τ)) strongly in L2(0, T ;L2(Ω)).

Since (ξ(τ)) and (η
(τ)
i ) are assumed to be bounded in L∞(0, T ;L∞(Ω)), the strong conver-

gence also holds in Lp(0, T ;Lp(Ω)) for all p < ∞. This theorem extends [19, Lemma 13],
proved for f(s) = s, to arbitrary continuous functions f .

Proof. The proof is based on the compactness result in [19, Lemma 13], whose proof goes
back to [7], and an induction and approximation argument. We perform the proof in two
steps. In the first step f is assumed to be a monomial, in the second step we approximate an
arbitrary continuous function by a polynomial and apply the Stone-Weierstrass theorem. We
set QT = Ω× (0, T ).

Step 1. Let f(η) = ηα := ηα1
1 · · · ηαn

n , where α = (α1, . . . , αn) ∈ N
n
0 is a multiindex. The

proof is an induction argument on the rank |α| =∑n
i=1 αi ≥ 0 of the multiindex. If |α| = 0,

the statement is trivially true. Let us assume that ξ(τ)(η(τ))α → ξηα strongly in L2(QT )
as τ → 0 for all α ∈ N

n
0 with |α| ≤ k, k ≥ 0. Let α ∈ Nn

0 be a multiindex such that
|α| = k + 1 ≥ 1. Then there exists an index i0 ∈ {1, . . . , n} such that αi0 ≥ 1. Hence, we can
define the multiindex β such that βj = αj − δi0,j for j = 1, . . . , n and |β| = k.

Introduce y(τ) = ξ(τ)(η(τ))β and y = ξηβ . Clearly, (y(τ)) is bounded in L∞(0, T ;L∞(Ω)).

Since the multiindex β has rank k and thus satisfies the induction assumption, y(τ) → y

strongly in L2(QT ). We claim that (y(τ)) and (y(τ)η
(τ)
i0

) are bounded in L2(0, T ; H1(Ω)).

Indeed, it follows from (27) that ξ(τ)∇η
(τ)
i = ∇(ξ(τ)η

(τ)
i )− η

(τ)
i ∇ξ(τ) is uniformly bounded in

L2(QT ). As a consequence,

∇y(τ) = (η(τ))β∇ξ(τ) + ξ(τ)∇(ηβ)

= (η(τ))β∇ξ(τ) +
∑

k:βk>0

βk(η
(τ)
k )βk−1


∏

i 6=k

(η
(τ)
i )βi


 ξ(τ)∇η

(τ)
k

is uniformly bounded in L2(QT ), and (y(τ)) is bounded in L2(0, T ;H1(Ω)). In a similar way,

we can show that (y(τ)η
(τ)
i0

) is bounded in L2(0, T ;H1(Ω)). Applying [19, Lemma 13] to the

sequences (y(τ)) and (η
(τ)
i0

), we infer that there exists a subsequence, which is not relabeled,

such that y(τ)η
(τ)
i0

→ yηi0 strongly in L2(QT ), which means, by definition of y(τ) and β, that

ξ(τ)(η(τ))β → ξηβ strongly in L2(QT ).
Step 2. It follows from the previous step that the statement of the lemma is true if f is a

multivariate polynomial. Let f ∈ C0(D;Rn) be given. Since D is compact, we may apply the
Stone-Weierstrass approximation theorem to obtain, for any ε > 0, a multivariate polynomial
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P : D → R
n such that |f(η) − P (η)| < ε for η ∈ D. Since (ξ(τ)) and ξ are bounded in L∞,

we have for some C > 0, which does not depend on ε,

‖ξ(τ)f(η(τ))− ξ(τ)P (η(τ))‖L2(QT ) ≤ Cε, ‖ξP (η)− ξf(η)‖L2(QT ) ≤ Cε.

Thus,

‖ξ(τ)f(η(τ))− ξf(η)‖L2(QT ) ≤ ‖ξ(τ)f(η(τ))− ξ(τ)P (η(τ))‖L2(QT )

+ ‖ξ(τ)P (η(τ))− ξP (η)‖L2(QT ) + ‖ξP (η)− ξf(η)‖L2(QT )

≤ 2Cε+ ‖ξ(τ)P (η(τ))− ξP (η)‖L2(QT ).

Since P is a polynomial, the first step of the proof applies and the last term on the right-hand
side converges to zero as τ → 0 (at least for a subsequence), resulting in

lim sup
τ→0

‖ξ(τ)f(η(τ))− ξf(η)‖L2(QT ) ≤ 2Cε.

Since ε > 0 is arbitrary and the left-hand side does not depend on ε, it must vanish, finishing
the proof. �

Lemma 8 (Generalized Aubin lemma II). Let (η(τ)) be a sequence of functions which are

piecewise constant in time with constant step size τ > 0 and which satisfy a ≤ u(τ)(x, t) ≤ b
for a.e. (x, t) ∈ Ω × (0, T ) for some a, b ∈ R. Furthermore, let Q ∈ C1([a, b];Rn) be a
nonnegative increasing convex function and assume that there exists C > 0 such that for all
τ > 0,

‖Q(u(τ))‖L2(0,T ;H1(Ω)) + ‖Q′(u(τ))‖L2(0,T ;H1(Ω)) ≤ C,

τ−1‖u(τ) − πτu
(τ)‖L2(τ,T ;H1(Ω)′) ≤ C.

Then there exists u ∈ L2(0, T ;H1(Ω)) such that, up to a subsequence,

u(τ) → u strongly in Lp(0, T ;Lp(Ω)) for all p < ∞.

This result generalizes Theorem 3a in [11], stated for Q(s) = sm with m > 0. A related

result has been proved in [22, Theorem 1]. Instead of the bound on Q′(η(τ)) it is assumed
that the function |Q′| is bounded from below by a positive value near ±∞ and that the set
{x : Q′(x) = 0} is finite. Thus, our result seems to be complementary to that one in [22].

Proof. Let φ ∈ X := H1(Ω)∩L∞(Ω) be a test function. Then the positive and negative parts
of φ satisfy φ+ = max{0, φ}, φ− = min{0, φ} ∈ X. By the convexity of Q, we obtain

1

τ

∫

Ω
(u(τ) − πτu

(τ))Q′(u(τ))φ+dx ≥ 1

τ

∫

Ω

(
Q(u(τ))− πτQ(u(τ))

)
φ+dx,

1

τ

∫

Ω
(u(τ) − πτu

(τ))πτQ
′(u(τ))φ−dx =

1

τ

∫

Ω
(πτu

(τ) − u(τ))Q′(πτu
(τ))(−φ−)dx

≥ 1

τ

∫

Ω

(
πτQ(u(τ))−Q(u(τ))

)
(−φ−)dx =

1

τ

∫

Ω

(
Q(u(τ))− πτQ(u(τ))

)
φ−dx.

Adding both inequalities and taking into account that φ = φ+ + φ−, we find that

1

τ

∫

Ω

(
Q(u(τ))− πτQ(u(τ))

)
φdx(28)

≤ 1

τ

∫

Ω
(u(τ) − πτu

(τ))
(
Q′(u(τ))φ+ + πτQ

′(u(τ))φ−

)
dx
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≤ 1

τ
‖u(τ) − πτu

(τ)‖H1(Ω)′‖Q′(u(τ))φ+ + πτQ
′(u(τ))φ−‖H1(Ω).

We estimate:

‖Q′(u(τ))φ+‖2H1(Ω) =

∫

Ω

(
|Q′(u(τ))|2φ2

+ + |Q′(u(τ))∇φ+ + φ+∇Q′(u(τ))|2
)
dx

≤ 2

∫

Ω
|Q′(u(τ))|2

(
φ2
+ + |∇φ+|2

)
dx+ 2

∫

Ω
φ2
+|∇Q′(u(τ))|2dx

≤ C
(
‖φ‖2H1(Ω) + ‖φ‖2L∞(Ω)‖Q′(u(τ))‖2H1(Ω)

)

≤ C
(
1 + ‖Q′(u(τ))‖H1(Ω)

)2‖φ‖2X .

In a similar way, we can verify that

‖πτQ′(u(τ))φ−‖H1(Ω) ≤ C
(
1 + ‖πτQ′(u(τ))‖H1(Ω)

)
‖φ‖X .

Thus, (28) gives
1

τ

∫

Ω

(
Q(u(τ))− πτQ(u(τ))

)
φdx ≤ CF (τ)(t)‖φ‖X ,

where

F (τ)(t) =
1

τ
‖(u(τ) − πτu

(τ))(t)‖H1(Ω)′
(
1 + ‖Q′(u(τ)(t))‖H1(Ω) + ‖πτQ′(u(τ))‖H1(Ω)

)
.

This means that

τ−1‖(Q(u(τ))− πτQ(u(τ)))(t)‖X′ ≤ CF (τ)(t).

The assumptions of the lemma imply that (F (τ)) is bounded in L1(τ, T ). Thus, we obtain

a uniform estimate for τ−1(Q(u(τ)) − πτQ(u(τ))) in L1(τ, T ;X ′). Because of the bound of

Q(u(τ)) in L2(0, T ;H1(Ω)) and the compact embedding H1(Ω) →֒ L2(Ω), Aubin’s lemma in
the version of [15] yields the existence of a subsequence, which is not relabeled, such that,

as τ → 0, Q(u(τ)) → Q∗ strongly in L2(0, T ;L2(Ω)) and a.e. in Ω × (0, T ). Since Q is

strictly increasing, this shows that u(τ) = Q−1(Q(u(τ))) → Q−1(Q∗) a.e. in Ω × (0, T ). We

set u := Q−1(Q∗). Then the L∞ bound for (u(τ)) and the a.e. convergence yield u(τ) → u
strongly in Lp(0, T ;Lp(Ω)) for all p < ∞. �

3.4. Further results. We show that the Fisher information
∫
Ω |∇√

u|2dµ is subadditive, and
we recall a convex Sobolev inequality.

Lemma 9. Let µ be an absolutely continuous measure with respect to the Lebesque measure,
and let f , g : Ω → [0,∞) be measurable, bounded, positive functions such that

√
f ,

√
g ∈

H1(Ω, dµ). Then
∫

Ω
|∇
√
f + g|2dµ ≤

∫

Ω
|∇
√
f |2dµ+

∫

Ω
|∇√

g|2dµ.

This result was proven in [23, Section 3.6] in a slightly different context. For the convenience
of the reader, we present the (short) proof.

Proof. We define the function F : [0, 1] → R by

F (s) =

∫

Ω
|∇
√
f |2dµ+

∫

Ω
|∇√

sg|2dµ−
∫

Ω
|∇
√
f + sg|2dµ, s ∈ [0, 1].



DEGENERATE CROSS-DIFFUSION POPULATION MODELS 15

Then F (0) = 0 and F ′(s) ≥ 0 for all s ∈ [0, 1] since

F ′(s) =

∫

Ω
|∇√

g|2dµ−
∫

Ω
∇
√
f + sg · ∇

(
g√

f + sg

)
dµ

=

∫

Ω
|∇√

g|2dµ−
∫

Ω
∇
√
f + sg ·

(
2
√
g∇√

g√
f + sg

− g

f + sg
∇
√
f + sg

)
dµ

=

∫

Ω
|∇√

g|2dµ+

∫

Ω

g

f + sg
|∇
√
f + sg|2dµ− 2

∫

Ω

√
g√

f + sg
∇√

g · ∇
√
f + sgdµ

=

∫

Ω

∣∣∣∣∇
√
g −

√
g√

f + sg
∇
√

f + sg

∣∣∣∣
2

dµ ≥ 0.

We conclude that F (1) ≥ 0 which shows the lemma. �

Lemma 10. Let Ω ⊂ R
d (d ≥ 1) be a convex domain and let g ∈ C4 be a convex function

such that 1/g′′ is concave. Then there exists cS > 0 such that for all integrable functions u
with integrable g(u) and g′′(u)|∇u|2,

1

|Ω|

∫

Ω
g(u)dx− g

(
1

|Ω|

∫

Ω
udx

)
≤ cS

|Ω|

∫

Ω
g′′(u)|∇u|2dx,

where |Ω| denotes the measure of Ω.

A proof can be found in [3, Prop. 7.6.1] or [2, Remark 3.8].

4. Proof of Theorem 1

We divide the proof into several steps.

4.1. Time discretization and regularization of system (1). We recall the definition of
the entropy variable w = h′(u) for u ∈ D , where h is defined in (9). Lemma 5 shows that h′

is invertible, thus we may define u = (h′)−1(w) for w ∈ R
n and we may set u(w) = u. By

Lemma 6, the matrix B(w) = A(u)(h′′)−1(u) is positive definite for all w ∈ R and u = u(w).
We introduce a time discretization for (1). Let T > 0, N ∈ N, and let τ = T/N be the time
step size. Furthermore, let 0 < ε < 1 be a regularization parameter and let m ∈ N be such
that Hm(Ω) →֒ L∞(Ω) compactly (i.e. choose m > d/2). Given wk−1 ∈ Hm(Ω;Rn), we wish
to find wk ∈ Hm(Ω;Rn) which solves the discretized and regularized problem

(29)
1

τ

∫

Ω
(u(wk)− u(wk−1)) · φdx+

∫

Ω
∇φ : B(wk)∇wkdx+ τ2bε(φ,w

k) = 0

for φ ∈ Hm(Ω;Rn), where

(30) bε(φ,w
k) =

∫

Ω
(φ · wk +∇φ : ∇wk)dx+ ε

∑

2≤|α|≤m

Dαφ ·Dαwkdx,

and Dα is a partial derivative of order |α|. We prove the existence of weak solutions to (29).

Lemma 11. Let (7)-(8) hold and let u0 : Ω → D be measurable such that h(u0) ∈ L1(Ω).
Then there exists a sequence of solutions wk ∈ Hm(Ω;Rn) to (29) satisfying the discrete
entropy inequality

(31)

∫

Ω
h(u(wk))dx+ τ

∫

Ω
∇wk : B(wk)∇wkdx+ τ3bε(w

k, wk) ≤
∫

Ω
h(u(wk−1))dx.
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Proof. The idea is to apply the Leray-Schauder fixed-point theorem. Let y ∈ L∞(Ω;Rn) and
η ∈ [0, 1] be given. We first solve the linear problem

(32) a(w, φ) = F (φ) for all φ ∈ Hm(Ω;Rn),

where

a(w, φ) =

∫

Ω
∇φ : B(y)∇wdx+ τ2bε(w, φ),

F (φ) = −η

τ

∫

Ω
(u(y)− u(wk−1)) · φdx.

The forms a and F are bounded on Hm(Ω;Rn). The matrix B(y) = A(u(y))h′′(u(y))−1 is
positive semi-definite,

v⊤B(y)v = [h′′(u(y))−1v]⊤h′′(u(y))A(u(y))[h′′(u(y))−1v] ≥ 0

for all v ∈ R
n, thanks to (22). Hence, the bilinear form a is coercive:

a(w,w) ≥ ετ2‖w‖2Hm(Ω) for w ∈ Hm(Ω;Rn).

Therefore, we can apply the Lax-Milgram lemma to infer the existence of a unique solution
w ∈ Hm(Ω;Rn) →֒ L∞(Ω;Rn) to (32). This defines the fixed-point operator S : L∞(Ω;Rn)×
[0, 1] → L∞(Ω;Rn), S(y, η) = w, where w solves (32).

It holds that S(y, 0) = 0 for all y ∈ L∞(Ω;Rn). Furthermore, standard arguments show
that S is continuous (see e.g. the proof of Lemma 5 in [19]). It remains to prove a uniform
bound for all fixed points S(·, η) in L∞(Ω;Rn). Let w ∈ L∞(Ω;Rn) be such a fixed point.
Then w solves (32) with y replaced by w. With the test function φ = w, we find that

(33)
η

τ

∫

Ω
(u(w)− u(wk−1)) · wdx+

∫

Ω
∇w : B(w)∇wdx+ τ2bε(w,w) = 0.

The convexity of h implies that h(x) − h(y) ≤ h′(u) · (x − y) for all x, y ∈ D . Choosing
x = u(w) and y = u(wk−1) and employing h′(u(w)) = w, this gives

η

τ

∫

Ω
(u(w)− u(wk−1)) · wdx ≥ η

τ

∫

Ω

(
h(u(w))− h(u(wk−1))

)
dx.

Taking into account the positive semi-definiteness of B(w), we infer from (33) that

η

∫

Ω
h(u(w))dx+ ετ3‖w‖2Hm(Ω) ≤ η

∫

Ω
h(u(wk−1))dx.

This yields an Hm bound for w uniform in η (but not uniform in ε and τ). By the Leray-
Schauder fixed-point theorem , we conclude the existence of a solution w ∈ Hm(Ω;Rn) to
(32) with y replaced by w and η = 1. �

We derive some a priori estimates uniform in ε and τ . In the following, we set uk = u(wk)
for k ≥ 1, where (wk) solves (29).

Lemma 12. Under the assumptions of Lemma 11, there exists a constant C > 0 such that
for all ε, τ > 0,

∫

Ω
h(uk)dx+ 4τp0

k∑

j=1

∫

Ω
q(ujn+1)

n∑

i=1

|∇(uji )
1/2|2dx(34)
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+ 4τp0δ
k∑

j=1

∫

Ω
|∇q(ujn+1)

1/2|2dx+ τ3
k∑

j=1

bε(w
j , wj) ≤

∫

Ω
h(u0)dx,

where p0 and δ are defined in (23).

Proof. By Lemma 11, the sequence (wk) satisfies (29). Then, taking into account the identity
∇wk : B(wk)∇wk = ∇uk : h′′(uk)A(uk)∇uk, we deduce that

∫

Ω
h(uk)dx+ τ

∫

Ω
∇uk : h′′(uk)A(uk)∇ukdx+ τ3bε(w

k, wk) ≤
∫

Ω
h(uk−1)dx.

Resolving this recursion yields
∫

Ω
h(uk)dx+

k∑

j=1

τ

∫

Ω
∇uj : h′′(uj)A(uj)∇ujdx+ τ3

k∑

j=1

bε(w
j , wj) ≤

∫

Ω
h(u0)dx.

Then the conclusion follows from Lemma 6 and |∑n
i=1∇uji |2 = |∇ujn+1|2. �

4.2. The limit ε → 0. Let (wk) be a sequence of solutions to (29). We fix k ∈ {1, . . . , n}
and set u

(ε)
i = uki (i = 1, . . . , n+ 1) and w

(ε)
i = wk

i (i = 1, . . . , n). The identity

(B(wk)∇wk)i = (A(uk)∇uk)i

= q(ukn+1)
1/2∇

(
uki pi(u

k)q(ukn+1)
1/2
)
− 3uki pi(u

k)q(ukn+1)
1/2∇q(ukn+1)

1/2

shows that uk solves

1

τ

∫

Ω
(uk − uk−1) · φdx+

n∑

i=1

∫

Ω

[
q(ujn+1)

1/2∇
(
ujipi(u

j)q(ujn+1)
1/2
)

(35)

− 3ujipi(u
j)q(ujn+1)

1/2∇q(ujn+1)
1/2
]
· ∇φidx+ τ2bε(w

j , φ) = 0

for all φ = (φ1, . . . , φn) ∈ Hm(Ω;Rn). We wish to pass to the limit ε → 0 in (35).
By Lemma 12 and definition (30) of bε, we have

(36) ετ3
k∑

j=1

‖wj‖2Hm(Ω) + τ3
k∑

j=1

‖wj‖2H1(Ω) ≤ C,

where here and in the following, C > 0 denotes a generic constant independent of ε and τ .
Thus, because of the boundedness of (h′′)−1 (see Lemma 5),

‖∇u(ε)‖L2(Ω) = ‖(h′′(u(ε)))−1∇w(ε)‖L2(Ω) ≤ C‖∇w(ε)‖L2(Ω) ≤ Cτ−3/2.

Together with the L∞ bound for (u(ε)), this implies that

‖u(ε)‖H1(Ω) ≤ Cτ−3/2.

Therefore, up to subsequences, as ε → 0,

u(ε) ⇀ u weakly in H1(Ω), u(ε) → u strongly in L2(Ω) and a.e. in Ω,

since H1(Ω) embeddes compactly into L2(Ω). We infer that u
(ε)
n+1 = 1−∑n

i=1 u
(ε)
i → un+1 :=

1−
∑n

i=1 ui strongly in L2(Ω) and a.e. in Ω. The L∞ and H1 bounds for (u(ε)) as well as the

L2 bound for ∇q(u
(ε)
n+1)

1/2 in (34) show that

∇
(
u
(ε)
i pi(u

(ε))q(u
(ε)
n+1)

1/2)
)
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= u
(ε)
i pi(u

(ε))∇q(u
(ε)
n+1)

1/2 + q(u
(ε)
n+1)

1/2
n∑

j=1

(
δijpi(u

(ε)) + u
(ε)
i

∂pi
∂uj

(u(ε))

)
∇u

(ε)
j

is uniformly bounded in L2(Ω) and hence,

‖u(ε)i pi(u
(ε))q(u

(ε)
n+1)

1/2‖H1(Ω) ≤ Cτ−1/2.

We employ the a.e. convergence of (u(ε)) and (u
(ε)
n+1) and the continuity of pi and q to obtain

u
(ε)
i pi(u

(ε))q(u
(ε)
n+1)

1/2) → uipi(u)q(un+1)
1/2 a.e. in Ω,

and, by the dominated convergence theorem, strongly in L2(Ω). Thus, using the H1 bound,

u
(ε)
i pi(u

(ε))q(u
(ε)
n+1)

1/2 ⇀ uipi(u)q(un+1)
1/2 weakly in H1(Ω).

Similar arguments, using the uniform estimates coming from (34), show that

q(u
(ε)
n+1)

1/2 → q(un+1)
1/2 strongly in L2(Ω) and weakly in H1(Ω),(37)

q(u
(ε)
n+1)

1/2(u
(ε)
i )1/2 ⇀ q(un+1)

1/2u
1/2
i weakly in H1(Ω).(38)

It follows from the bound (36) that, up to subsequences,

εw(ε) → 0 strongly in Hm(Ω), w(ε) ⇀ w weakly in H1(Ω).

We set uk := u. The above convergences holds for all k = 1, . . . , N , where T = Nτ . Thus,
we obtain a sequence of limit functions (uj). The above convergence results are sufficient to
pass to the limit ε → 0 in (35), resulting in

1

τ

∫

Ω
(uk − uk−1) · φdx+

n∑

i=1

∫

Ω

[
q(ujn+1)

1/2∇
(
ujipi(u

j)q(ujn+1)
1/2
)

(39)

− 3ujipi(u)q(u
j
n+1)

1/2∇q(ujn+1)
1/2
]
· ∇φidx+ τ2

∫

Ω
(w · φ+∇w : ∇φ)dx = 0

for φ ∈ Hm(Ω;Rn). By density, this relation also holds for all φ ∈ H1(Ω;Rn). Note that
generally we cannot identify w with (h′)−1(u) anymore but this is not needed in the remaining
proof.

Finally, we wish to pass to the limit ε → 0 in (34), where uk has to be replaced by u(ε).
Since

(40) q(u
(ε)
n+1)

1/2∇(u
(ε)
i )1/2 = ∇

(
q(u

(ε)
n+1)

1/2(u
(ε)
i )1/2

)
− (u

(ε)
i )1/2∇q(u

(ε)
n+1)

1/2,

the strong convergence (u
(ε)
i )1/2 → u

1/2
i in L4(Ω) and the weak convergences (37) and (38)

imply that

q(u
(ε)
n+1)

1/2∇(u
(ε)
i )1/2 ⇀ ∇

(
q(un+1)

1/2u
1/2
i

)
− u

1/2
i ∇q(un+1)

1/2

= q(un+1)
1/2∇u

1/2
i weakly in L1(Ω).

In fact, since by (34),

‖q(u(ε)n+1)
1/2∇(u

(ε)
i )1/2‖L2(Ω) ≤ Cτ−1/2,
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the above weak convergence also holds in L2(Ω). In particular, by the weak lower semiconti-
nuity of the L2 norm,

lim inf
ε→0

∫

Ω
q(u

(ε)
n+1)|∇(u

(ε)
i )1/2|2dx ≥

∫

Ω
q(un+1)|∇u

1/2
i |2dx,

lim inf
ε→0

∫

Ω
|∇q(u

(ε)
n+1)

1/2|2dx ≥
∫

Ω
|∇q(un+1)|2dx,

lim inf
ε→0

‖w(ε)‖2H1(Ω) ≥ ‖w‖2H1(Ω).

Recall that uk = u and wk = w. Passing to the limit inferior ε → 0 in (34) and observing

that bε(w
(ε), w(ε)) ≥ ‖w(ε)‖2H1(Ω), we infer that

∫

Ω
h(uk)dx+ 4τp0

k∑

j=1

∫

Ω
q(ujn+1)

n∑

i=1

|∇(uji )
1/2|2dx(41)

+ 4τp0δ
k∑

j=1

∫

Ω
|∇q(un+1)

1/2|2dx+ τ3
k∑

j=1

‖wj‖2H1(Ω) ≤
∫

Ω
h(u0)dx.

4.3. The limit τ → 0. We set u(τ)(x, t) = uk(x) and w(τ)(x, t) = wk(x) for x ∈ Ω, t ∈
((k − 1)τ, kτ ]. Equation (39) can be formulated as

1

τ

∫ T

τ

∫

Ω
(u(τ) − πτu

(τ)) · φdxdt+
n∑

i=1

∫ T

τ

∫

Ω

[
q(u

(τ)
n+1)

1/2∇
(
u
(τ)
i pi(u

(τ))q(u
(τ)
n+1)

1/2
)

− 3u
(τ)
i pi(u

(τ))q(u
(τ)
n+1)

1/2∇q(un+1)
1/2
]
· ∇φidxdt(42)

+ τ2
∫ T

τ

∫

Ω
(w(τ) · φ+∇w(τ) : ∇φ)dxdt = 0

for all φ(t) ∈ H1(Ω;Rn) being piecewise constant in time and, by density, for all φ ∈
L2(0, T ;H1(Ω)). Inequality (41) becomes

∫

Ω
h(u(τ)(T ))dx+ 4p0

∫ T

0

∫

Ω
q(u

(τ)
n+1)

n∑

i=1

|∇(u
(τ)
i )1/2|2dxdt

+ 4p0δ

∫ T

0

∫

Ω
|∇q(u

(τ)
n+1)

1/2|2dxdt+ τ2
∫ T

0
‖w(τ)‖2H1(Ω)dt ≤

∫

Ω
h(u0)dx.

This gives the following uniform estimates:

‖q(u(τ)n+1)
1/2∇(u

(τ)
i )1/2‖L2(0,T ;L2(Ω)) + ‖q(u(τ)n+1)

1/2‖L2(0,T ;H1(Ω)) ≤ C,(43)

τ‖w(τ)‖L2(0,T ;H1(Ω)) ≤ C.(44)

These bounds as well as the L∞ bound for (u
(τ)
i ) show that

∇
(
u
(τ)
i pi(u

(τ))q(u
(τ)
n+1)

1/2
)
= u

(τ)
i pi(u

(τ))∇q(u
(τ)
n+1)

1/2

+ q(u
(τ)
n+1)

1/2
n∑

j=1

(
δijpi(u

(τ)) + u
(τ)
i

∂pi
∂uj

(u(τ))

)
∇u

(τ)
j

= u
(τ)
i pi(u

(τ))∇q(u
(τ)
n+1)

1/2
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+ 2
n∑

j=1

(u
(τ)
j )1/2

(
δijpi(u

(τ)) + u
(τ)
i

∂pi
∂uj

(u(τ))

)
q(u

(τ)
n+1)

1/2∇(u
(τ)
j )1/2

is uniformly bounded in L2(0, T ;L2(Ω)) and consequently,

(45) ‖u(τ)i pi(u
(τ))q(u

(τ)
n+1)

1/2‖L2(0,T ;H1(Ω)) ≤ C.

Similarly, (43) yields the estimate

(46) ‖(u(τ)i )1/2q(u
(τ)
n+1)

1/2‖L2(0,T ;H1(Ω)) ≤ C.

Thus, the L∞ bound on (u
(τ)
i ) and estimates (43) and (44) give

τ−1‖u(τ) − πτu
(τ)‖L2(τ,T ;H1(Ω)′)

≤
n∑

i=1

‖q(u(τ)n+1)
1/2‖L∞(τ,T ;L∞(Ω))

∥∥∇
(
u
(τ)
i pi(u

(τ))q(u
(τ)
n+1)

1/2
)∥∥

L2(τ,T ;L2(Ω))
(47)

+ 3
n∑

i=1

‖u(τ)i pi(u
(τ))q(un+1)

1/2‖L∞(τ,T ;L∞(Ω))‖∇q(un+1)
1/2‖L2(0,T ;L2(Ω))

+ τ2‖w(τ)‖2L2(τ,T ;H1(Ω)) ≤ C.

Now, we define the function Q(s) =
∫ s
0 q(σ)1/2dσ for s ∈ [0, 1]. Then Q ∈ C1([0, 1]) is

nonnegative, convex, and strictly increasing. It holds (see (43))

(48) ‖Q′(u
(τ)
n+1)‖L2(0,T ;H1(Ω)) ≤ C.

By assumption (7), q(u
(τ)
n+1)/q

′(u
(τ)
n+1) is uniformly bounded a.e. and thus,

∇Q(u
(τ)
n+1) =

Q′(u
(τ)
n+1)

Q′′(u
(τ)
n+1)

∇Q′(u
(τ)
n+1) =

2q(u
(τ)
n+1)

q′(u
(τ)
n+1)

∇Q′(u
(τ)
n+1)

is uniformly bounded in L2(0, T ;L2(Ω)). We conclude that

(49) ‖Q(u
(τ)
n+1)‖L2(0,T ;H1(Ω)) ≤ C.

Estimates (47)-(49) show that the assumptions of Lemma 8 are fulfilled, and we infer the
existence of a subsequence, which is not relabeled, such that, as τ → 0,

(50) u
(τ)
n+1 → un+1 strongly in Lr(0, T ;Lr(Ω)), r < ∞.

This result, the bound (43), and the continuity of q imply that

q(u
(τ)
n+1)

1/2 → q(un+1)
1/2 strongly in Lr(0, T ;Lr(Ω)), r < ∞,(51)

q(u
(τ)
n+1)

1/2 ⇀ q(un+1)
1/2 weakly in L2(0, T ;H1(Ω)).(52)

Using the L∞ bound for (u
(τ)
i ), we have, up to a subsequence, u

(τ)
i ⇀∗ ui weakly∗ in

L∞(0, T ;L∞(Ω)) as τ → 0. This convergence also holds in L2. Thus, (50) implies that the

relation u
(τ)
n+1 = 1−∑n

i=1 u
(τ)
i is satisfied by the limit function, un+1 = 1−∑n

i=1 ui. The set

{v ∈ L2(0, T ;L2(Ω)) : v ≥ 0 a.e. in Ω × (0, T )} is (strongly) closed and convex. Hence, it is

also weakly closed, and the property u
(τ)
i ≥ 0 holds in the limit, i.e. ui ≥ 0 a.e. in Ω× (0, T ).
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We turn to the convergence properties of the sequences (u
(τ)
i ) for i = 1, . . . , n. We cannot

expect strong convergence of (u
(τ)
i ), but the generalized Aubin-Lions Lemma 7 shows that the

product f(u(τ))q(u
(τ)
n+1)

1/2 converges strongly, where f is any continuous function. To make

this precise, we verify the assumptions of Lemma 7. Set ξ(τ) := q(u
(τ)
n+1)

1/2 and η
(τ)
i := u

(τ)
i .

Because of the L∞ bounds for (u
(τ)
i ), up to a subsequence,

η
(τ)
i ⇀∗ ηi = ui weakly∗ in L∞(0, T ;L∞(Ω)).

Furthermore, by (51), ξ(τ) → ξ = q(un+1)
1/2 strongly in L2(0, T ;L2(Ω)). Estimates (43),

(46), and (47) show that the assumptions of Lemma 7 are satisfied, and we conclude the
existence of a subsequence (not relabeled) such that

f(u(τ))q(u
(τ)
n+1)

1/2 = f(η
(τ)
i )ξ(τ) → f(η)ξ = f(ui)q(un+1)

1/2 strongly in L2(0, T ;L2(Ω))

for any function f ∈ C0(D ;Rn). We choose f(s) = s
1/2
i and f(s) = sipi(s) for s = (si) ∈ D .

Then

(u
(τ)
i )1/2q(u

(τ)
n+1)

1/2 → u
1/2
i q(un+1)

1/2 strongly in L2(0, T ;L2(Ω)),

u
(τ)
i pi(u

(τ))q(u
(τ)
n+1)

1/2 → uipi(u)q(un+1)
1/2 strongly in L2(0, T ;L2(Ω)).(53)

We conclude from the bounds (45) and (46) that the above sequences converge weakly in
L2(0, T ; H1(Ω)) and the limit functions can be identified:

(u
(τ)
i )1/2q(u

(τ)
n+1)

1/2 ⇀ u
1/2
i q(un+1)

1/2 weakly in L2(0, T ;H1(Ω)),(54)

u
(τ)
i pi(u

(τ))q(u
(τ)
n+1)

1/2 ⇀ uipi(u)q(un+1)
1/2 weakly in L2(0, T ;H1(Ω)).(55)

We infer from estimate (47) that

τ−1(u
(τ)
i − πτu

(τ)
i ) ⇀ ∂tui weakly in L2(0, T ;H1(Ω)′), i = 1, . . . , n.

Moreover, taking into account (44),

τ2w(τ) → 0 strongly in L2(0, T ;H1(Ω)).

These convergence results as well as the convergences (51)-(53) and (55) allow us to perform
the limit τ → 0 in (42), which yields the weak formulation (15).

4.4. Entropy inequality and positivity. It remains to verify the entropy inequality (16)
and the (conditional) positivity of un+1. Since the entropy density h is convex and continuous,
it is weakly lower semi-continuous [5, Corollary 3.9]. Thus, by the weak convergence of

(u
(τ)
i (t)), ∫

Ω
h(u(t))dx ≤ lim inf

τ→0

∫

Ω
h(u(τ)(t))dx for a.e. t > 0.

Employing the convergences (50), (51), and (54), it follows that

q(u
(τ)
n+1)∇(u

(τ)
i )1/2 = q(u

(τ)
n+1)

1/2∇
(
q(u

(τ)
n+1)

1/2(u
(τ)
i )1/2

)
− q(u

(τ)
n+1)

1/2(u
(τ)
i )1/2∇q(u

(τ)
n+1)

1/2

converges weakly in L1, but because of the L2 bound (43) this convergence also holds in L2:

q(u
(τ)
n+1)∇(u

(τ)
i )1/2 ⇀ q(un+1)∇u

1/2
i weakly in L2(0, T ;L2(Ω)).

These results, together with (52), allow us to pass to the limit inferior τ → 0 in (41), yielding
(16).
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Finally, assume that

(56)

∫ b

0
| log q(s)|ds = +∞ for all 0 < b < 1.

We deduce from the discrete entropy inequality (41) and definition (9) of h that

∫

Ω

∫ u
(τ)
n+1(x,t)

a
log q(s)dsdx ≤

∫

Ω
h(u(τ)(x, t))dx ≤

∫

Ω
h(u0)dx for a.e. t > 0.

Then, by the strong convergence (50) of (u
(τ)
n+1) and the nonnegativity of

∫ b
a log q(s)ds ≥ 0,

we can apply Fatou’s lemma yielding

∫

Ω

∫ un+1(x,t)

a
log q(s)dsdx ≤

∫

Ω
h(u0)dx.

In particular,
∫ un+1(x,t)
a log q(s)ds < ∞ for a.e. x ∈ Ω. We conclude from this fact and

assumption (56) that un+1(x, t) > 0 for a.e. x ∈ Ω and t ∈ (0, T ), which ends the proof.

5. Proof of Theorem 3

We define the relative entropy density

(57) h∗(u|u∞) = h(u)− h(u∞)− h′(u∞) · (u− u∞) for u ∈ R
n.

We split h∗ in several parts, h∗ = h∗1 + h∗2 + h∗3, each of which is nonnegative, where

h∗1(u|u∞) =
n∑

i=1

(
ui log

ui
u∞i

− ui + u∞i

)
,

h∗2(un+1|u∞) =

∫ un+1

u∞

n+1

log
q(s)

q(u∞n+1)
ds =

∫ un+1/u∞

n+1

1
log

q(σu∞n+1)

q(u∞n+1)
u∞n+1dσ,

h∗3(u|u∞) = χ(u)− χ(u∞)−
n∑

i=1

(ui − u∞i ) log pi(u
∞),

where χ is defined in (8). The entropy inequality (16) and the L1 conservation of u(t) give

∫

Ω
h∗(u(t)|u∞)dx+ c0

∫ t

0

∫

Ω

(
q(un+1)

2
n∑

i=1

|∇u
1/2
i |2 + |∇q(un+1)

1/2|2
)
dxds(58)

≤
∫

Ω
h∗(u0|u∞)dx, t > 0.

We prove now that the above entropy inequality, reduced to an inequality for h∗2, and the
convex Sobolev inequality in Lemma 10 yield exponential convergence of un+1(t), while the
entropy estimate for h∗1 and the logarithmic Sobolev inequality allows us to conclude the
convergence of ui(t) for i = 1, . . . , n.

Step 1: Exponential convergence of un+1(t). Let g(s) =
∫ s
1 log q(σu∞n+1)dσ for s ∈ [0, 1].

This function is convex since g′′(s) = u∞n+1q
′(su∞n+1)/q(su

∞
n+1) > 0 by assumption. Again

by assumption, 1/g′′ = (u∞n+1)
−1q/q′ is concave. Choosing φi = 1 in the weak formulation
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(15) and summing the equations from i = 1, . . . , n, it follows that
∫
Ω un+1(t)/u

∞
n+1dx =∫

Ω u0n+1/u
∞
n+1dx = |Ω| for t > 0, and in particular,

g

(
1

|Ω|

∫

Ω

un+1

u∞n+1

dx

)
= g(1) = 0.

Thus, we may apply the convex Sobolev inequality in the version of Lemma 10:

1

|Ω|

∫

Ω
h∗2(un+1|u∞)dx =

u∞n+1

|Ω|

∫

Ω
g

(
un+1

u∞n+1

)
dx ≤ cSu

∞
n+1

|Ω|

∫

Ω
g′′
(
un+1

u∞n+1

) ∣∣∣∣∇
un+1

u∞n+1

∣∣∣∣
2

dx

=
cS
|Ω|

∫

Ω

q′(un+1)

q(un+1)
|∇un+1|2dx.

By assumption, q′ is strictly positive on [0, 1], i.e. 0 < q1 ≤ q′(s) for s ∈ [0, 1], so

1

|Ω|

∫

Ω
h∗2(un+1|u∞)dx ≤ cS

q1|Ω|

∫

Ω

q′(un+1)
2

q(un+1)
|∇un+1|2dx

=
4cS
q1|Ω|

∫

Ω
|∇q(un+1)

1/2|2dx.

Therefore, (58) yields
∫

Ω
h∗2(un+1(t)|u∞n+1)dx+

c0q1
4cS

∫ t

0

∫

Ω
h∗2(un+1(t)|u∞n+1)dxds ≤

∫

Ω
h∗(u0|u∞)dx,

and Gronwall’s lemma gives

(59)

∫

Ω
h∗2(un+1(t)|u∞n+1)dx ≤ e−c0q1t/(4cS)

∫

Ω
h∗(u0|u∞)dx.

The strict positivity of q′ implies that the function s 7→ h∗2(s|u∞n+1) is strictly convex. More-
over, h∗2(u

∞
n+1|u∞n+1) = 0 and (h∗2)

′(u∞n+1|u∞n+1) = 0. Therefore, by a Taylor expansion,

h∗2(un+1|u∞n+1) ≥ (γ/2)(un+1 − u∞n+1)
2. Inserting this inequality in (59) gives (17).

Step 2: Convergence for (ui(t)). We assume that q(s) ≥ q0 > 0 for s ∈ [0, 1]. It follows
from the entropy inequality (58) that

∫

Ω
h∗1(u(t)|u∞)dx+ c0q0

∫ t

0

∫

Ωε

n∑

i=1

|∇u
1/2
i |2dxds ≤

∫

Ω
h∗(u0|u∞)dx, t > 0.

We apply the logarithmic Sobolev inequality on bounded domains with constant cL > 0 [12,
Lemma 1],

∫

Ωε

h∗1(u(t)|u∞)dx =
n∑

i=1

∫

Ω
ui log

ui
u∞i

dx ≤ cL

n∑

i=1

∫

Ω
|∇u

1/2
i |2dx.

Inserting this inequality into the entropy estimate gives
∫

Ω
h∗1(u(t)|u∞)dx+

c0q0
cL

∫

Ωε

h∗1(u(t)|u∞)dx ≤
∫

Ω
h∗(u0|u∞)dx, t > 0,

and then, Gronwall’s lemma shows that
∫

Ω
h∗1(u(t)|u∞)dx ≤ e−c0q0t/cL

∫

Ω
h∗(u0|u∞)dx, t > 0.
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Finally, since h∞1 (u∞|u∞) = |(h∗1)′(u∞, u∞)| = 0, and ∂2h∗1/∂ui∂uj = δij/ui ≥ δij for u ∈ D ,
we obtain h∗1(u|u∞) ≥ |u− u∞|2, which proves estimate (18) and finishes the proof.

6. Proof of Theorem 4

Let u = (u1, . . . , un) and v = (v1, . . . , vn) be two bounded weak solutions to (1)-(2). Since
pi ≡ 1 for all i = 1, . . . , n by assumption, (1) becomes

(60) ∂tui = div
(
q(un+1)∇ui − ui∇q(un+1)

)
, i = 1, . . . , n.

Summing these equations from i = 1, . . . , n, the equation for un+1 = 1−∑n
i=1 ui reads as

(61) ∂tun+1 = div
(
q(un+1)∇un+1 + (1− un+1)∇q(un+1)

)
= ∆Q(un+1),

where Q(s) =
∫ s
0 (q(σ)+(1−σ)q′(σ))dσ for 0 ≤ s ≤ 1. Furthermore, ∇Q(un+1) ·ν = 0 on ∂Ω,

t > 0 and un+1(0) = u0n+1 := 1 −∑n
i=1 u

0
i , and similar equations holds for vn+1. Since Q is

a nondecreasing function, we can apply first the H−1 method to (61) to show uniqueness for
the (n+ 1)th component, i.e. un+1 = vn+1. Second, we employ the convexity of the entropy
to prove that ui = vi for i = 1, . . . , n.

Step 1: Uniqueness for un+1. Let t > 0 and let ζ(t) ∈ H1(Ω) be the unique solution to

−∆ζ(t) = (un+1 − vn+1)(t) in Ω, ∇ζ · ν = 0 on Ω.

We know that un+1 − vn+1 ∈ L2(0, T ;L2(Ω)). Thus, t 7→ ζ(t) is Bochner integrable and
ζ ∈ L2(0, T ;H1(Ω)). As ∂t(un+1 − vn+1) ∈ L2(0, T ;H1(Ω)′), we have even the regularity
∆∂tζ ∈ L2(0, T ;H1(Ω)′). Therefore, using (61), we obtain for a.e. t > 0,

1

2

d

dt

∫

Ω
|∇ζ|2dx = 〈−∆∂tζ, ζ〉 = 〈∂t(un+1 − vn+1), ζ〉

= −
∫

Ω
∇
(
Q(un+1)−Q(vn+1)

)
· ∇ζdx

= −
∫

Ω

(
Q(un+1)−Q(vn+1)

)
(un+1 − vn+1)dx.

Here, 〈·, ·〉 again denotes the duality pairing of H1(Ω)′ and H1(Ω). The right-hand side is
nonpositive since Q is nondecreasing. This implies that

∫

Ω
|∇ζ(t)|2dx ≤

∫

Ω
|∇ζ(0)|2dx, t > 0.

At time t = 0, −∆ζ(0) = (un+1 − vn+1)(0) = 0 in Ω, thus ∇ζ(0) = 0. Hence, |∇ζ(t)| = 0 a.e.
in Ω, which gives (un+1 − vn+1)(t) = −∆ζ(t) = 0 in Ω.

Step 2: Uniqueness for (u1, . . . , un). Let 0 < ε < 1. Similarly as in [16], we introduce the
distance

dε(u.v) =

n∑

i=1

∫

Ω

(
ξε(ui) + ξε(vi)− 2ξε

(
ui + vi

2

))
dx,

where ξε(s) = (s+ ε)(log(s+ ε)− 1) + 1, s ≥ 0.

As ξε is convex, we have ξε(ui) + ξε(vi)− 2ξε((ui + vi)/2) ≥ 0 in Ω and hence, dε(ui, vi) ≥ 0.
We need the regularization ε > 0 since ui and vi are only nonnegative and thus, expressions
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like log((ui + vi)/2) may be undefined. Since un+1 = vn+1 by Step 1, we may abbreviate
q := q(un+1) = q(vn+1). Then, using (60), we compute

d

dt
dε(u, v) =

n∑

i=1

(
〈∂tui, log(ui + ε)〉+ 〈∂tvi, log(vi + ε)〉

−
〈
∂t(ui + vi), log

(
ui + vi

2
+ ε

)〉)

= −
n∑

i=1

∫

Ω

(
(q∇ui − ui∇q) · ∇ui

ui + ε
+ (q∇vi − vi∇q) · ∇vi

vi + ε

−
(
q∇(ui + vi)− (ui + vi)∇q

)
· ∇(ui + vi)

ui + vi + 2ε

)
dx.

Rearranging the terms, we arrive at

d

dt
dε(u, v) = −

n∑

i=1

∫

Ω

( |∇ui|2
ui + ε

+
|∇vi|2
vi + ε

− |∇(ui + vi)|2
ui + vi + 2ε

)
qdx

+
n∑

i=1

∫

Ω

(
ui

ui + ε
− ui + vi

ui + vi + 2ε

)
∇q · ∇uidx

+
n∑

i=1

∫

Ω

(
vi

vi + ε
− ui + vi

ui + vi + 2ε

)
∇q · ∇vidx

= −4
n∑

i=1

∫

Ω

(
|∇

√
ui + ε|2 + |∇

√
vi + ε|2 − |∇

√
ui + vi + 2ε|2

)
qdx

+ 2
n∑

i=1

∫

Ω

(
ui

ui + ε
− ui + vi

ui + vi + 2ε

)√
q∇√

q · ∇uidx

+ 2
n∑

i=1

∫

Ω

(
vi

vi + ε
− ui + vi

ui + vi + 2ε

)√
q∇√

q · ∇vidx.

Now, we apply Lemma 9 with dµ = qdx and f = ui + ε, g = vi + ε, showing that the first
integral on the right-hand side is nonnegative. We observe that dε(u(0), v(0)) = 0 as u and v
have the same initial data. Thus, integrating the above expression in time, we obtain

dε(u(t), v(t)) ≤ 2
n∑

i=1

∫ t

0

∫

Ω

(
ui

ui + ε
− ui + vi

ui + vi + 2ε

)√
q∇√

q · ∇uidx(62)

+ 2
n∑

i=1

∫ t

0

∫

Ω

(
vi

vi + ε
− ui + vi

ui + vi + 2ε

)√
q∇√

q · ∇vidx.

Since ∇√
q,

√
q∇ui,

√
q∇vi ∈ L2(0, T ;H1(Ω)) and

∣∣∣∣
ui

ui + ε

∣∣∣∣ ≤ 1,

∣∣∣∣
vi

vi + ε

∣∣∣∣ ≤ 1,

∣∣∣∣
ui + vi

ui + vi + 2ε

∣∣∣∣ ≤ 1,
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the dominated convergence implies that the right-hand side of (62) tends to zero as ε → 0.
From the nonnegativity of dε we deduce that dε(u(t), v(t)) → 0 as ε → 0, which means that

(63) ξε(ui) + ξε(vi)− 2ξε

(
ui + vi

2

)
→ 0 as ε → 0 a.e. in Ω× (0,∞).

According to Taylor’s formula, there are functions θε, ηε : Ω× (0,∞) such that

ξε(ui) = ξε

(
ui + vi

2
+

ui − vi
2

)

= ξε

(
ui + vi

2

)
+ ξ′ε

(
ui + vi

2

)
ui − vi

2
+

1

2
ξ′′ε

(
θε
ui + vi

2
+ (1− θε)ui

)(
ui − vi

2

)2

,

ξε(vi) = ξε

(
ui + vi

2
− ui − vi

2

)

= ξε

(
ui + vi

2

)
− ξ′ε

(
ui + vi

2

)
ui − vi

2
+

1

2
ξ′′ε

(
ηε

ui + vi
2

+ (1− ηε)vi

)(
ui − vi

2

)2

.

Adding these identities and employing the estimate ξ′′ε (s) = (s + ε)−1 ≥ 1/2 for 0 ≤ s ≤ 1,
we infer that

ξε(ui) + ξε(vi)− 2ξε

(
ui + vi

2

)
≥ 1

8
(ui − vi)

2.

This estimate and (63) prove that ui = vi in Ω× (0,∞) for i = 1, . . . , n.

7. Extensions

In this section, we discuss some extensions of the diffusion system (1).
Reaction terms. Cross-diffusion systems with reaction terms,

(64) ∂tu− div(A(u)∇u) = f(u) in Ω, t > 0,

can be treated similarly as in [19]. More precisely, if there is a constant cf > 0 such that
f(u) · h′(u) ≤ cf (1 + h(u)) for all u ∈ D , then there exists a global weak solution to (2)
and (64). The proof proceeds as for Theorem 1, where the right-hand side of the entropy
inequality (34) has to be replaced by

∫

Ω
h(u0)dx+ τ

∫

Ω
f(u) · h′(u)dx ≤

∫

Ω
h(u0)dx+ τcf

∫

Ω
(1 + h(u))dx.

Then, for sufficiently small τ > 0, the integral τcf
∫
Ω h(u)dx can be absorbed by the left-hand

side of (34). For instance, reaction terms of Lotka-Volterra type

fi(u) = ui

(
1−

n∑

j=1

sijuj

)
, i = 1, . . . , n, sij ≥ 0,

are admissible. The large-time behavior result is valid only under an additional condition on
f(u), namely f(u) · h′(u) ≤ 0 for u ∈ D . If we suppose conservation of the “total mass”, i.e.∑n

i=1 fi(u) = 0, the H−1 method allows us to prove uniqueness for un+1. Uniqueness for the
remaining components ui follows if there exists C > 0 such that for all ui and vi,

n∑

i=1

(
fi(u) log

2ui
ui + vi

+ fi(v) log
2vi

ui + vi

)
≤ C

n∑

i=1

(
ξ(ui) + ξ(vi)− 2ξ

(
ui + vi

2

))
,
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where ξ(s) = s(log s− 1) + 1 (see the proof of Theorem 4). More general conditions on f(u)
can be found in [17].

Drift terms. In the presence of environmental or electric potentials or of chemotactic signal
concentrations, the diffusion system contains additional drift terms,

(65) ∂tu− div(A(u)∇u+D(u)∇φ) = 0 in Ω, t > 0,

where D(u) = (Dij(u)) is an n × n matrix and the ith component of D(u)∇φ is given by∑n
j=1Dij(u)∇φj , where φj = φj(x) is some potential. Assume that h is such that ∇u :

h′′(u)A(u)∇u ≥∑n
i=1 gi(u)|∇ui|2 for some nonnegative functions gi(u). Then, using the test

function h′(u) in the weak formulation of (65), we compute

d

dt

∫

Ω
h(u)dx = −

∫

Ω
∇u : h′′(u)A(u)∇udx−

∫

Ω
∇u : h′′(u)D(u)∇φdx

≤ −1

2

n∑

i=1

∫

Ω
gi(u)|∇ui|2dx+

1

2

n∑

k=1

∫

Ω
Gk(u)|∇φk|2dx,

where we employed the Cauchy-Schwarz inequality and have set Gk(u) =
∑n

i,j=1 gi(u)
−1H2

ij

Djk(u)
2 with H = h′′(u). Thus, if ∇φi is bounded in L2 and Gk(u) in L∞, we achieve

some gradient estimates, which are the basis for the existence analysis. An example is the
ion-transport model [8]

Aij(u) = ui for i 6= j, Aii(u) = ui + un+1, Dij(u) = uiun+1δij

for i, j = 1, . . . , n. The entropy density can be defined by

h(u) =
n∑

i=1

(
ui(log ui − 1) + uiφi

)
+ un+1(log un+1 − 1).

Then the Hessian h′′(u) does not depend on φi. A formal computation, using the Cauchy-
Schwarz inequality and the identity

∑n
i=1∇ui = −∇un+1, gives

d

dt

∫

Ω
h(u)dx = −

n∑

i=1

∫

Ω
uiun+1

∣∣∣∣∇
(
log

ui
un+1

+ φi

)∣∣∣∣
2

dx

≤ −
n∑

i=1

∫

Ω
uiun+1

(
1

2

∣∣∣∣∇ log
ui

un+1

∣∣∣∣
2

− |∇φi|2
)
dx

= −
n∑

i=1

∫

Ω

(
2un+1|∇u

1/2
i |2 + |∇un+1|2 + 2|∇u

1/2
n+1|2

)
dx+

n∑

i=1

∫

Ω
uiun+1|∇φi|2dx.

As q(s) = s in this model, we find the same estimates as in the proof of Theorem 1 (also see
[7, Section 3.2]). This shows that our strategy can be adapted to cross-diffusion systems with
drift.

Other diffusion coefficients. Our main assumption on the transition rates is that they are
given by the product of pi(u) and qi(un+1) (see Appendix A). Also other choices are possible.
An example is the diffusion system of [24], which is derived from a stochastic lattice model
by assuming that the transition rates are given by pi(u)+ qi(un+1) for some special functions
pi and qi. The diffusion matrix has the structure

A(u) =

(
α1(1− u2) + u2 (α1 − 1)u1

(α2 − 1)u2 α2(1− u1) + u1

)
,
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where α1, α2 > 0. The corresponding diffusion system possesses the entropy density

h(u) =
2∑

i=1

ui(log ui − 1) + (1− u1 − u2)(log(1− u1 − u2)− 1), u = (u1, u2) ∈ D ,

and the new diffusion matrix B = h′′(u)−1A(u), given by

B =

(
(α1(1− u1 − u2) + u2)u1 −u1u2

−u1u2 (α2(1− u1 − u2) + u1)u2

)
,

is symmetric and positive semi-definite on D . For our analysis, we need bounds from
h′′(u)A(u) (see Lemma 6), which are less obvious since

∇u⊤1 h
′′(u)A(u)∇u2 =

a1|(1− u2)∇u1 + u1∇u2|2
u1(1− u1 − u2)

+
a2|u2∇u1 + (1− u1)∇u2|2

u2(1− u1 − u2)

+ 4|∇√
u1u2|2,

only yielding an L2 bound for ∇√
u1u2 in L2.

Appendix A. Formal derivation of the n-species population model

We derive formally the cross-diffusion system (1) from a master equation for a discrete-
space random walk in the diffusion limit. We consider random walks on a one-dimensional
lattice only, since the derivation can be extended in a straightforward manner to the higher-
dimensional situation. The lattice is given by cells xj (j ∈ Z) with the uniform cell distance
h = xj − xj−1 > 0. The proportions of the ith population in the jth cell at time t > 0 is
denoted by ui(xj) = ui(xj , t). The species move from the jth cell into the neighboring cells

j ± 1 with the transition rates T j,±
i . The master equations are given by

∂tui(xj) = T j−1,+
i ui(xj−1) + T j+1,−

i ui(xj+1)− (T j,+
i + T i,−

j )ui(xj), i = 1, . . . , n,

and the transition rates are defined as

(66) T j,±
i = σ0pi(u(xj))qi(un+1(xj)), un+1(xj) = 1−

n∑

k=1

uk(xj),

where u = (u1, . . . , un). The quantities pi(u(xj)) and qi(un+1(xj±1)) measure the tendency
of the species i to leave the jth cell or to move into the jth cell from one of the neighboring
cells, respectively. More precisely, ui(xj) denotes a volume fraction of occupancy and un+1

the volume fraction not occupied by the species. Our assumption is that the transition rates,
measuring the occupancy and the non-occupancy, separate, resulting in the product of pi and
qi. Other choices are possible (see [24] for an example), but the analytical treatment of the
corresponding diffusion systems is not obvious.

For the derivation of the diffusion model, it is convenient to introduce the following abbre-
viations:

pji = pi(u1(xj), . . . , un(xj)), qji = qi(un+1(xj)),

∂kp
j
i =

∂pi
∂uk

(u1(xj), . . . , un(xj)), ∂qji = q′i(un+1(xj)).

Thus, we can rewrite the master equation as

(67) σ−1
0 ∂tu

j
i = qji (p

j−1
i uj−1

i + pj+1
i uj+1

i )− pjiu
j
i (q

j+1
i + qj−1

i ).
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Set D = ∂x. We compute the Taylor expansions of pi and qi (i = 1, . . . , n) and replace

uj±1
k − ujk by the Taylor expansion ±hDujk +

1
2h

2D2uji +O(h3). Then, collecting all terms up

to order O(h2), we arrive at

pj±1
i = pji + h

n∑

k=1

∂kp
j
iDujk +

h2

2




n∑

k=1

∂kp
j
iD

2ujk +
n∑

k,ℓ=1

∂2
kℓp

j
iDujkDujℓ


+O(h3),

qj±1
i = qji ± h∂pjiDujn+1 +

h2

2

(
∂qjiD

2ujn+1 + ∂2qji (Dujn+1)
2
)
+O(h3)

= qji ∓ h∂qji

n∑

k=1

Dujk +
h2

2


−∂qji

n∑

k=1

D2ujk + ∂2qji

n∑

k,ℓ=1

DujkDujℓ


+O(h3).

In the last step, we have used un+1 = 1−∑n
k=1 uk. We insert these expressions into (67) and

rearrange the terms. It turns out that the terms of order O(1) and O(h) cancel, and we end
up with

σ−1
0 h−2∂tu

j
i =

n∑

k=1

D2ujk(q
j
i p

j
i δik + qji u

j
i∂kp

j
i + pjiu

j
i∂q

j
i )

+
n∑

k,ℓ=1

DujkDujℓ(2q
j
i ∂kp

j
i δiℓ + qji u

j
i∂

2
kℓp

j
i − pjiu

j
i∂

2qji ).

We choose σ0 = h−2 and pass to the limit h → 0:

∂tui =
n∑

k=1

D2uk

(
qipiδik + qiui

∂pi
∂uk

+ piuiq
′
i

)

+
n∑

k,ℓ=1

DukDuℓ

(
2qi

∂pi
∂uk

δiℓ + qiui
∂2pi

∂uk∂uℓ
− piuiq

′′
i

)
.

A lenghty but straightforward computation shows that the last sum equals
n∑

k=1

DukD

(
qipiδik + qiui

∂pi
∂uk

+ piuiq
′
i

)
,

and we end up with

∂tui = D
n∑

k=1

Duk

(
qipiδik + qiui

∂pi
∂uk

+ piuiq
′
i

)
,

which is the one-dimensional version of (1).
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[18] G. Galiano, M. Garzón, and A. Jüngel. Semi-discretization in time and numerical convergence of solutions

of a nonlinear cross-diffusion population model. Numer. Math. 93 (2003), 655-673.
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