GLOBAL WEAK SOLUTIONS TO COMPRESSIBLE
NAVIER-STOKES EQUATIONS FOR QUANTUM FLUIDS*
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Abstract. The global-in-time existence of weak solutions to the barotropic compressible quan-
tum Navier-Stokes equations in a three-dimensional torus for large data is proved. The model consists
of the mass conservation equation and a momentum balance equation, including a nonlinear third-
order differential operator, with the quantum Bohm potential, and a density-dependent viscosity.
The system has been derived by Brull and Méhats [10] from a Wigner equation using a moment
method and a Chapman-Enskog expansion around the quantum equilibrium. The main idea of the
existence analysis is to reformulate the quantum Navier-Stokes equations by means of a so-called
effective velocity involving a density gradient, leading to a viscous quantum Euler system. The ad-
vantage of the new formulation is that there exists a new energy estimate which implies bounds on
the second derivative of the particle density. The global existence of weak solutions to the viscous
quantum Euler model is shown by using the Faedo-Galerkin method and weak compactness tech-
niques. As a consequence, we deduce the existence of solutions to the quantum Navier-Stokes system
if the viscosity constant is smaller than the scaled Planck constant.
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1. Introduction. Quantum fluid models are used to describe, for instance, su-
perfluids [40], quantum semiconductors [18], weakly interacting Bose gases [22], and
quantum trajectories of Bohmian mechanics [46]. A hydrodynamic form of the single-
state Schrodinger equation has been already found by Madelung [42]. Later, so-called
quantum hydrodynamic equations have been derived by Ferry and Zhou [18] from the
Bloch equation for the density matrix and by Gardner [20] from the Wigner equation
by a moment method. More recently, dissipative quantum fluid models have been pro-
posed. For instance, the moment method applied to the Wigner-Fokker-Planck equa-
tion leads to viscous quantum Euler models [21], and a Chapman-Enskog expansion
in the Wigner equation leads under certain assumptions to quantum Navier-Stokes
equations [10]. In this paper, we will reveal a connection between these two models by
introducing an effective velocity variable, first used in capillary Korteweg-type models
[5], and we will prove the global existence of weak solutions to the multidimensional
initial-value problems for any finite-energy initial data.

In the following, we describe the two dissipative quantum systems studied in this
paper. The barotropic quantum Navier-Stokes equations for the particle density n
and the particle velocity u read as

ng +div(nu) =0, z €T t>0, (1.1)
(nu)¢ + div(nu ® u) + Vp(n) — 262nV (A\/\%ﬁ) —nf = 2vdiv(nD(u)), (1.2)

n(-,0) =ng, (nu)(-,0) =ngoug in T (1.3)
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where u ® u is the matrix with components w;u;, D(u) = 2(Vu + Vu') is the sym-
metric part of the velocity gradient, and T¢ is the d-dimensional torus (d < 3). The
function p(n) = nY with v > 1 is the pressure and f describes external forces coming,
for instance, from an electric field. The physical parameters are the (scaled) Planck
constant £ > 0 and the viscosity constant v > 0. The expression Ay/n//n can be
interpreted as a quantum potential, the so-called Bohm potential.

A nonlocal quantum Navier-Stokes system with the pressure p(n) = n has been
derived by Brull and Méhats by a Chapman-Enskog expansion around the quantum
equilibrium of the solution to the Wigner-BGK (Bhatnagar-Gross-Krook) equation
[10]. The above local system with p(n) = n is obtained for nearly irrotational fluids
in the O(e*) expansion (see [31]).

The existence of global-in-time classical solutions to the one-dimensional equa-
tions (1.1)—(1.3) with a strictly positive particle density (if ng is strictly positive)
has been shown in [31]. Up to our knowledge, there are no existence results for the
multidimensional situation. In this paper, we give such a result.

In the treatment of (1.1)—(1.3), we need to overcome several mathematical dif-
ficulties. The first problem lies in the strongly nonlinear third-order differential op-
erator and the dispersive structure of the momentum equation. In particular, as the
maximum principle is not applicable, it is not clear how to obtain the positivity or
nonnegativity of the particle density. In the literature, some ideas have been devel-
oped to overcome this problem. For instance, in the vanishing-viscosity method, some
artificial diffusion is added to the mass equation such that the maximum principle can
be applied [16]. Classically, the lower bound of the density depends on the L> norm
of divu. Such a regularity cannot be expected for the system (1.1)-(1.3). Another idea
is to introduce an additional pressure with negative powers of the density, which may
vanish away from zero [6, 7]. This allows one to derive an L> bound for 1/n, which
provides a lower bound for n. In the one-dimensional equations, strict positivity for n
can be also proved [25]. For the above system, we can expect only nonnegative particle
densities, which makes it necessary to define the third-order term appropriately.

The second problem is the density-dependent viscosity p(n) = vn which degener-
ates at vacuum. In fact, most results for the Navier-Stokes equations in the literature
are valid for constant viscosities u(n) = v only since this allows one to derive H'!
estimates for the velocity. Recently, some works have been concerned with density-
dependent viscosities in the one-dimensional equations, see e.g. [37, 45] and references
therein. Multidimensional equations with p(n) = vn have been examined in [4, 43].
The authors of the first paper [4] need the additional friction term —nu|u|, whereas
the authors of [43] prove the stability of weak solutions only.

The third problem is the lack of suitable a priori estimates. Indeed, define the
energy of (1.1)—(1.2) by the sum of the kinetic, internal, and quantum energies:

B.(n,u) = /T (Slul? + H(n) + 29 vl ) da, (1.4)

where H(n) = n"/(y — 1) if v > 1 and H(n) = n(logn — 1) if vy = 1. A formal
computation shows that, without external forces f =0,

dE
= (n,u) + 1// n|D(u)|*dz = 0.
dt o

This provides an L°°(0,T; H'(T4)) estimate for \/n, but this seems to be insufficient
to obtain compactness for (an approximate sequence of) V/n needed to define the
quantum term in a weak or distributional sense.
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Our main idea to solve these problems is to transform the quantum Navier-Stokes
system by means of the so-called effective velocity

w=u+vVlogn. (1.5)

Then a computation (see Lemma 2.1) shows that the system (1.1)—(1.2) can be equiv-
alently written as

ne + div(nw) = vAn, =z €T t>0, (1.6)
(nw)¢ + div(nw @ w) + Vp(n) — 2€gnv <A\/\/ﬁﬁ> —nf =vA(nw), (1.7)
n(-,0) =ng, (nw)(-,0) =nowy in TY, (1.8)

where wg = ug+vV logng and 53 = ¢2— 2. The first advantage of this formulation is

that it allows for an additional energy estimate if ¢ > v. Indeed, if f = 0, we compute

dE.,
dt

(n,w) + u/ (n|Vw|*> + H'(n)|Vn|* + gn|V? log n|*)dz = 0. (1.9)
Td

We show below that this provides an L2(0,T; H?(T%)) bound for /n, which allows
us to find LP gradient estimates for the current density nw. The H? estimate for
\/n is the key of the global existence analysis. The second advantage is that we
may apply the maximum principle to the parabolic equation (1.6) to deduce strict
positivity of the density n if ng is strictly positive and the velocity w is smooth. We
employ this property in an approximate version of (1.6)—(1.8), thus obtaining strict
positive approximate densities. In the limit of vanishing approximation parameters,
the strict positivity is lost and we obtain nonnegative densities only. We prove first
the global existence of weak solutions to (1.6)—(1.8) in up to three space dimensions
with general coefficients €2 > 0 for large data. Then, as a by-product, we deduce the
global existence of solutions to the multidimensional quantum Navier-Stokes model
(1.1)—(1.3) if € > v. We notice that the case ¢ = v and d = 1 has been treated in [31].

The viscous quantum Euler model (1.6)—(1.7) is of interest by itself. Indeed, it has
been derived from a Wigner-Fokker-Planck equation by a moment method [21, 35].
The viscous terms vAn and vA(nu) arise from the moments of the Fokker-Planck
collision operator. This operator also provides the momentum relaxation term —nw/7
to the right-hand side of the momentum equation, where 7 > 0 is the relaxation time;
we have neglected it to simplify the presentation (see Remark 6.1). The system
(1.6)—(1.7) without the quantum term (g9 = 0) is sometimes employed as a viscous
approximation of the (one-dimensional) Euler equations in the vanishing viscosity
method [28, 36]. We stress the fact that the viscous terms in the above system are of
physical origin.

For the viscous quantum Euler system, the existence of one-dimensional solutions
to the stationary problem [35] and the time-dependent problem [11, 19] has been
achieved. Concerning the multidimensional transient system, there exist only local-
in-time existence theorems [11, 15]. We refer to the review [13] for more details. Up
to now, there exist no global existence results for the multidimensional equations.

Neglecting the viscous terms (v = 0), the two systems (1.1)—(1.2) and (1.6)—(1.7)
reduce to the so-called quantum Euler or quantum hydrodynamic model, see, e.g.
[20, 30]. First results, e.g. [32, 38, 44], have been concerned with the local existence
of solutions or the global existence of near-equilibrium solutions. For the stationary
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problem, only the existence of “subsonic” solutions has been achieved so far [29]. Re-
cently, the global existence of weak solutions has been shown by Antonelli and Marcati
[1]. The idea of the proof is to exploit the equivalence between the quantum hydro-
dynamic equations (without relaxation) and the Schrodinger equation and to employ
Strichartz estimates and the local smoothing property due to Vega, Constantin, and
Saut. This idea cannot be used in our quantum models.

The effective velocity (1.5) has been used also in related models. First, Bresch
and Desjardins employed it to derive new entropy estimates for viscous Korteweg-type
and shallow-water equations [5, 6]. These models are of the type

ng +div(nu) =0, (nu): + divinu @ u) —nf = div(S + K), (1.10)

where S = (Adiv u+p(n))I4+2uD(u) is the viscous stress tensor, A, p are the viscosity
coefficients, 1 is the identity matrix, and K denotes the Korteweg stress tensor. When
div K = nVAn, the existence of weak solutions for A = const., ;1 = const. has been
shown in [14] and for px = vn, A = 0 in [9]. More general Korteweg stress tensors
have been considered in [2, 9, 24]. In particular, the existence of solutions to the
one-dimensional problem with the term div K = nV(o’(n)Ac(n)), suggested by [5],
was proved in [26].
Brenner [3] suggested the modified Navier-Stokes model

ny +div(nw) =0, (nu); + div(nu @ w) + Vp(n) = div S.

The variables u and w are interpreted as the volume and mass velocities, respectively,
and they are related by the constitutive equation u — w = vV logn with the phe-
nomenological constant v > 0. The Brenner-Navier-Stokes system has been analyzed
in [17].

The variable nw = nu 4+ vVn was also employed in [35] to prove the existence
of solutions to the one-dimensional stationary viscous quantum Euler problem with
physical boundary conditions. In fact, in this case, nw is constant and it can be shown
that the density n is strictly positive.

We report that new velocity variables similar to (1.5) have been considered too.
For instance, a variable related to the effective velocity w has been employed in the
analysis of the interfacial tension in the mixture of incompressible liquids [27, formula
(3.6)]. Furthermore, an Euler-Korteweg model has been reformulated in [2] by using
the complex variable w = u + ikV log n, where i> = —1 and x = x(n) is the capillary
function. It turns out that in the new variable, the momentum equation becomes
a variable-coefficient Schrodinger equation. The transformation w = u + ivVlogn
can be also applied to the viscous quantum Euler model yielding Schrodinger-type
equations.

Now, we state our main results.

THEOREM 1.1 (Global existence for the viscous quantum Euler model). Let
d<3T>0e,v>0pn)=n"wthy >3ifd=3and~y >1id=2,
f € L>(0,T; L>=(T%)), and (ng,wo) is such that ng > 0 and E.,(ng,wo) is finite (see
(1.4) for the definition of E.,). Then there exists a weak solution (n,w) to (1.6)—(1.8)
with the reqularity

Vvn € L®(0,T; HY(T%) N L2(0, T; H*(T%)), n >0 in T, (1.11)
n € HY(0,T; L*(T%) N L>=(0,T; LY (T%)) N L*(0, T; W'3(T4)), (1.12)
Vinw € L=(0,T; L*(T%), nw € L*0,T; WH3/2(T?)),

n|Vw| € L?(0,T; L*(T?)),
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satisfying (1.6) pointwise and, for all smooth test functions satisfying ¢(-,T) = 0,

T
_/ ngwo - ¢(-,0)dx = / / (an ¢ — n*div(w)w - ¢ — v(nw @ Vn) : Vo
Td 0 Td
+nwnw: Vo + %n”“div ¢ —2e5Av/n(2v/nVn - ¢ + n32div )
y

+n’f ¢ —vV(w): (nVé+2Vn® ¢))da:dt. (1.13)

The product “A : B” means summation over both indices of the matrices A and B.
In order to control the behavior of the solutions when the particle density n vanishes,
we need to define test functions for the momentum equation, which are in some sense
supported on the set {n > 0}. In fact, we have chosen in the weak formulation (1.13)
as in [9] test functions of the form n¢, where ¢ is some smooth function, in order to
deal with the convection term. Indeed, the regularity v/nw € L>(0,T; L*(T%)) does
not imply compactness for (an approximation of) the convection term /nw ® /nw.
However, we are able to deduce gradient estimates for nw which allow us to obtain
compactness for nw ® nw. This is possible thanks to the L2(0,T; H?(T%)) regularity
of y/n.

The existence for the quantum Navier-Stokes model is now a consequence of
Theorem 1.1.

COROLLARY 1.2 (Global existence for the quantum Navier-Stokes model). Let
d<3, T>0,e,v>0withe>v,pn)=n" withy>3ifd=3 andy>1ifd=2,
f € L>=(0,T; L>=(T%)), and (ng,uo) is such that ng > 0 and E.(ng,uy + vV logng)
is finite. Then there exists a weak solution (n,u) to (1.1)~(1.3) with the regularity
(1.11)—~(1.12) and

Vinu € L®(0,T; LA(TY), nu e L*(0,T; WH3/2(T4)),
n|Vu| € L*(0, T; L*(T%)),

satisfying (1.1) pointwise and, for all smooth test functions satisfying ¢(-,T) = 0,

T
—/ nguo - (-, 0)dx = / / (n2u ¢y — n2div(u)u - ¢+ nu @ nu : Vo
Td 0o Jrd

i %m“dim — 22 AV (2V/nVn - ¢+ nP/2div §) + n’f - ¢
—vnD(u) : (nVé + Vn® qb))dxdt. (1.14)

We explain the two (technical) restrictions € > v and v > 3 imposed in the above
results. The condition € > v is necessary to obtain H? bounds for /n via the viscous
quantum Euler model with €3 = £2 — v? > 0. Physically, the inequality € > v means
that the wave energy of a quantum particle with frequency w (where w denotes the
collision frequency in the BGK model) is larger than the kinetic energy of a particle
which crosses the domain in time 1/w. Thus, the inequality € > v corresponds to an
upper bound for the collision frequency. Physically this makes sense, since too many
collisions “destroy” the quantum behavior of the particles.

The energy estimate (1.9) provides an H'(T%) bound for v/n(-,t) and therefore an
L3(T?) bound for n(-,t) (for d < 3). Moreover, the pressure gives an L”(T?) bound
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for n(-,t). This improves the L3(T%) bound only if v > 3. In fact, this hypothesis
is needed to infer an estimate for n(-,t) in W2P(T4) with p > 3/2, which embeddes
compactly into W13(T?). With this property at hand, for a given approximation
(ng,ns) (6 > 0) of (1.6)—(1.8), we infer the weak convergence (of a subsequence) of

Ay/ngy/nsVns — Ay/ny/nVn in L'

as 0 — 0 since A,/ns converges weakly in L?(T?) and \/n; converges strongly in
LS(T9). If v < 3, we can deduce compactness in W14(T9) with ¢ < 3 only, which
does not allow for the above convergence (see section 6 for details).

The strategy of the existence proof is as follows. In section 2, we detail the re-
formulation of the quantum Navier-Stokes model as a viscous quantum Euler system
and vice versa. The latter model is approximated in section 3 by a projection of the
infinite-dimensional momentum equation onto a finite system of ordinary differential
equations on a Faedo-Galerkin space with dimension N, following [16]. We need a
second approximation parameter § by adding the term §(Aw — w) to the right-hand
side of (1.7), which allows us to derive H! estimate for w. The global existence of
approximate solutions follows from the energy estimates derived in section 3.2. In
section 4, more a priori estimates uniform in (N, d) are deduced. Finally, the limits
N — oo and § — 0 are performed in sections 5 and 6, respectively.

We remark that in the literature, often additional hypotheses are needed to obtain
global existence results for related equations. We mentioned above that several works
are concerned with the case of constant viscosities, yielding H* bounds for the velocity;
see, e.g. [16, 17] for Navier-Stokes equations and [14, 23] for Korteweg-type models.
Nonconstant viscosity coefficients are admissible in the analysis of [6, 9, 26, 43]. Hsiao
and Li [26] need the presence of the drag friction —nu|u| in the momentum equation to
prove the strong convergence of \/nsws. This convergence was obtained by Mellet and
Vasseur in [43] by proving a bound in a space slightly better than L (0, T; L?(T¢))
(however, excluding a Faedo-Galerkin strategy). Bresch and Desjardins [7] impose
conditions on the viscosity coefficients allowing for compactness results for negative
powers of the particle density. The idea of multiplying the momentum equation by a
power of the particle density, in order to deal with possible vacuum regions, was also
employed in [9, 19].

2. Reformulation und weak formulation. We show that the quantum Na-
vier-Stokes system (1.1)—(1.2) can be reformulated as the visous quantum Euler model
(1.6)—(1.7) and we derive the weak formulation (1.13).

LEMMA 2.1. Let (n,u) be a smooth solution to (1.1)—(1.2). Then (n,w) =
(n,u + vVlogn) solves (1.6)—(1.7) with e = &2 — v Conversely, if (n,w) is a
smooth solution to (1.6)—(1.7), then (n,u) = (n,w —vVlogn) solves (1.1)~(1.2) with
g2 =2 +12.

Proof. Let (n,u) be a smooth solution to (1.1)—(1.2). The mass equation trans-
forms to

ny + div(nw) — vAw = ny + div(n(w — vVlogn)) = n; + div(nu) = 0.
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Next, adding the elementary identities

v(Vn); = —vVdiv(nu),
v2A(nVlogn) — v2div(nV?log n)

v A(nVlogn) — 2v°nV (A\/\/ﬁﬁ> ,
vdiv(nVlogn @ u + nu ® Vlogn) = vA(nu) — 2vdiv(nD(u)) + vVdiv(nu),

v(nVlogn),
v2div(nVlogn ® Vlogn)

we arrive at

(nw)y + div(nw ® w) — vA(nw)

= (nu); + div(nu @ u) — 2vdiv(nD(u)) — 2020V (A\/ﬁ)

vn
Ayn
)

= —Vp(n) +nf + 2(52 — 1/2)nV <

Thus, (n,w) solves (1.6)—(1.7) with e = ¢ —v2. O

LEMMA 2.2. Let T > 0 and let (n,w) be a (smooth) solution to (1.6)—(1.7). Then
(n,w) solves (1.13) for all smooth test functions ¢ with ¢(-,T) =0,

Proof. Let ¢ be a smooth test function such that ¢(-,7) = 0. Multiplying (1.13)
by n and integrating over T x (0,7, we find that

_/Tdngwo.¢(~,0)dx=/0TAd(n2w-¢)tdx

T
= / / (n2w <y + n(nw)g - ¢+ nngw - gi))dx
0o Jrd

T
:/ / (ngw-¢t+nw~¢(—Vn~w—ndivw+uAn)
0o Jrd
+nw@nw: Vo +n(wew): (Vi@ @) —np' (n)Vn-¢+n’f- ¢
— 2e5AvVn(2v/nVn - ¢+n3/2div¢) — vV (nw) : (nV(;H—Vn@d)))da:.

Since n(w - ¢)(w - Vn) =n(w @ w) : (Vn® @), np'(n)Vn = (v/(y+1))Va ' and
1// nw - pAn = —l// (V(nw) : (Vn®@ ¢) + (nw @ Vn) : Vo)dz,
Td Td

the above formulation simplifies to (1.13). O

3. Faedo-Galerkin approximation. In this section, we prove the existence of
solutions to approximate viscous quantum Euler equations. We proceed similarly as
in [16, Chap. 7] (see [19] for the one-dimensional case).

3.1. Local existence of solutions. Let 7' > 0 and let (e) be an orthonormal
basis of L?(T?) which is also an orthogonal basis of H'(T¢). Introduce the finite-
dimensional space Xy = span{ey,...,ex}, N € N. Let (ng,wp) € C°(T%)? be some
initial data satisfying no(z) > § > 0 for z € T¢ for some § > 0 and let the velocity
v € C%[0,T); Xn) be given. We notice that v can be written as

v(z,t) = Z)\i(t)ei(x), (z,t) € T¢ x [0, T7,
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for some functions \;(t), and the norm of v in C°([0,T]; X ) can be formulated as

N
. = A (B)].
vl coo,77:x ) o, ;| (t)]

As a consequence, v can be bounded in C°([0, T; C*(T?)) for any k € N, and there
exists a constant C' > 0 depending on k such that

lvllcoo,m:cn (rey) < Cllvlleoo,r);L2(4))- (3.1)

The approximate system is defined as follows. Let n € C*([0,T]; C3(T¢)) be the
classical solution to

ng + div(nw) = vAn, n(-,0) =ng in T¢ x (0,T) (3.2)

(see, e.g. [41]). The maximum principle provides the lower and upper bounds [16,
Chap. 7.3]

¢
inf ng(z)exp ( —/ ||diVU||Loo(Td)ds> < n(z,t)
z€eTd 0

t
; : d
= L ’ ’ .
< sup no(z) exp (/ ||div ]| oo(’H‘d)dS) for (z,t) € T* x [0, T
0

zeTe

Since we assumed that ng > § > 0, n(x,t) is strictly positive. In view of (3.1), for
lvllco(o,7);2(Tay) < ¢, there exist constants n(c) and 7(c) such that

0 < n(e) <n(z,t) <7ale), (z,t)eTx[0,T].

We introduce the operator S : C°([0,7]; Xn) — C°([0,T]; C3(T9)) by S(v) = n.
Since the equation for n is linear, S is Lipschitz continuous in the following sense:

[1S(v1) = S(v2)llco(o, ;0% (1)) < C(N, k) |[vr — vallco(po,17;22(14)) - (3.3)

Next, we wish to solve the momentum equation on the space Xy. To this end,
for given n = S(v), we are looking for a function wy € C°([0,T]; X) such that

T
~ [ oo o 00de = [ [ (-6t n(o @ wn) s V6 + pln)div o+ nf -6
Td 0 T4

LAV
"

for all ¢ € C1([0,T]; Xn) such that ¢(-,7) = 0. Notice that we have added the
regularization term §(Awy — wy). The reason is that we will apply Banach’s fixed-
point theorem to prove the local-in-time existence of solutions. The regularization
yields the H! regularity of wy needed to conclude the global existence of solutions.

To solve (3.4), we follow [16, Chap. 7.3.3] and introduce the following family of
operators, given a function p € L*(T¢) with p > p > 0:

— 2¢

div(ng) — vV (nwy) : Vo — §(Vwy : Vé + wy - qS))dxdt (3.4)

Mlp] : Xy — Xn, (M[p]u,w>:/ pu-wdz, u,w e Xn.
Td
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These operators are symmetric and positive definite with the smallest eigenvalue
inf  (M[plw,w) = inf / plw|?dxz > inf p(x) > p.
HwHL2(Td):1 Hw”LZ(Td):l Td zeTd -

Hence, since X is finite-dimensional, the operators are invertible with

||M_1[P]||L(X1*V,XN) <p7l
where L(X 5, Xy) is the set of bounded linear mappings from X3 to Xy. Moreover
(see [16, Chap. 7.3.3]), M~ is Lipschitz continuous in the sense
M~ [p1] = M~ pallLixg . xx) < C(N, p)llp1 — pallprra) (3.5)

for all p1, po € L*(T?) such that p1, po > p > 0.
Now, the integral equation (3.4) can be rephrased as an ordinary differential
equation on the finite-dimensional space Xy:
d
dt

where n = S(v) and

(M[n(t)wy(t)) = Nv,wn(t)], t>0, M[nolwy(0)= M nolwo, (3.6)

(N[v, wn], 6) = / (n0 ® wy : Vo + pln)dive + nf - ¢ — 263 2 div(ng)
Td

n
— (v (nwy) + 6Vwy) : Vé — dwy - qS)dx, be Xy

The operator Nv,-], defined for every ¢ € [0,T] as an operator from Xy to Xj, is
continuous in time. Standard theory for systems of ordinary differential equations
then provides the existence of a unique classical solution to (3.6), i.e., for given v,
there exists a unique solution wy € C*([0,T]; Xn) to (3.4).

Integrating (3.6) over (0,t) yields the following nonlinear equation:

wy(t) = M~(S(wy))(1)] (M[no]uo +/() N[wN,wN(s)]ds) in Xy.

Taking into account the Lipschitz-type estimates (3.3) and (3.5) for S and M1, this
equation can be solved by evoking the fixed-point theorem of Banach on a short time
interval [0,T"], where T" < T, in the space C°([0,7"]; Xx). In fact, we have even
wy € CH([0,T']; Xn). Thus, there exists a unique local-in-time solution (ny,wy) to
(3.2) and (3.4).

3.2. Global existence of solutions. In order to prove that the solution (ny,
wp ) constructed above exists on the whole time interval [0, T, it is sufficient to show
that (wy) is bounded in Xy on [0,7”]. This is achieved by employing the energy
estimate.

LEMMA 3.1. Let T' < T, and let ny € C1([0,T']; C3(T?)), wy € C([0,T"]; Xn)
be a local-in-time solution to (3.2) and (3.4) with n =ny and v=wn. Then

dE

W‘E(’(nN,wN) + V/d (nN|VwN|2 + H' (ny)|Van|* + einy|V? lognN|2)dx
T

4 5/ (Vuwn? + lwy[?)de
’H‘d

14 2 1
< 5 /ﬂ‘d nN|U/N| dx + $Hf||Loo(07T;Loo(Td))||n0||L1(Td)’
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where the energy E., is defined in (1.4).

Proof. First, we multiply (3.2) by H'(ny) — |wn|?/2—2e3A/nn/\/nN, integrate
over T¢, and integrate by parts:

1
0= / . (00 () - 5l 20may + 2530 V| = ny H' (ny) Vi - wiy
T

AL/
+nywy - Vuy - wy — 265 nNdiV(anN)—I—VH”(nN)|VnN|2
nN
A/
—vVny - Vwy - wy + 2ysgﬂAnN>dx.
nN

Then, using the test function wy € C*([0,T]; Xn) in (3.4), with v = wy and n =
ny := S(v) = S(wy), and integrating by parts leads to

1
0= / (‘wNPatnN + 57”LNat|U/N|2 —nywy Qwy : Vwy
']I‘d,

A,/nN

+ 9/ (ny)Vny - wy + 2e3 div(nywy) —nyf - wy

nN
+vVny - Vuy -wy + vy |Voy|? + 6| Vwx |* + 5|wN|2)dx.

Adding both equations gives, since nyH"” (ny) = p'(ny) and wy - Vwn - wy =
wy @ wy : Vwy,

oz/ (80 ("2 o ? + H ) + 25319/ [?) = o f -
’]l‘d
2 A1

+ 20ef = Aniy + vH ()| Vi [ + vy [Vuy[? 4 6| Ve | +5\wN|2)dx.
VICN

The identity 2nyV(Ay/nn/ynn) = div(ny VZlogny) yields

A A/
/ mAnNd:r = —/ nyViogny -V < nN) dx (3.7)
Td /NN Td VN

1 1

=—— Viogny - div(ny Vlogny)dr = 7/ nn|V2logny|*dz.
2 Td 2 Td

Hence,
dE.,

(nN,wN)+1// (nN|V'wN|2—|—H”(nN)|VnN|2+€3nN|V2lognN|2)dx

dt T

+5/ (IVwy|? + |wy|?)dz :/ nyf - wydz.
Td Td

Finally, the right-hand side is estimated by
v 9 1
nnf-wndr < 5 [ nnlwn|Pdr + = fll L 0,505 ey 1m0l 1 (14)
Td 2 Td 2v

since n conserves mass, |1y || g (0,770 (14)) = 70| L1 (1ay for 0 <t <T7. O
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4. A priori estimates. Let (ny,wy) € C1([0,T]; C3(T%))x C1([0,T]; Xn) be a
solution to the approximate system (3.2) and (3.4). We infer from the energy estimate
of Lemma 3.1 and Gronwall’s lemma the uniform bounds

vnn | Los (0,781 (ray) < C, (4.1)

InN |l Loe (0,717 (1)) < C, (4.2)

VN wN| L (o,r;r2(1e)) + [[VINVwnll L2 0,1;02(rey) < C, (4.3)
\/gHwNHLz(O,T;Hl(’]I‘d)) <C, (4.4)

where the constant C' > 0 is here and in the following a generic constant which is
independent of N and 6. The L*°(0,T; H'(T%)) estimate for \/nx gives immediately
an L>(0,T; L3(T%)) bound for ny, since H*(T?) embeddes continuously into L¢(T4)
for d < 3. Thus, the estimate (4.2) improves this bound only if v > 3. In the case
d =2, H'(T%) embeddes continuously into L%(T%) for any a < oo and hence, (ny) is
bounded in L>(0,T; LP(T%)) for any v > 1. In the following, we assume that v > 3
ifd=3andy>1ifd=2.

We recall the Gagliardo-Nirenberg inequality (see p. 1034 in [47]).

LEMMA 4.1. Let Q C R? (d > 1) be a bounded open set with 9 € C%,
m € N, 1 < 3p,q,7 < oo. Then there exists a constant C > 0 such that for all
ue Wm™P(Q) N LYQ),

1021z gy < Cllullyms oy Il b
where 0 < o] < m —1, 8 = |a|/m, and |a| —d/r = 6(m —d/p) — (1 — 0)d/p. If
m — |a| —d/p & Ny, then 0 € [|a|/m, 1] is allowed.
The energy inequality of Lemma 3.1 allows us to conclude some estimates.

LEMMA 4.2 (Estimates for /ny and ¢/ny). The following uniform estimate
holds for some constant C > 0 which is independent of N and d:

Va2, m2(rayy + 1WAl Lao,mwacray) < C. (4.5)

Proof. The lemma follows from the energy estimate in Lemma 3.1, the inequality

/ nN\VzlognNFdend/ |V2/ny2dz, (4.6)
Td Td

with kg = 7/8 and k3 = 11/15, which is shown in [34], and the inequality

/ nn|V2logny 2dx > FL/ |V /ny|tde, x>0,
Td Td

which is proved in the appendix. O

We are able to deduce more regularity from the H? bound for VNN

LEMMA 4.3 (Space regularity for ny and nywy). The following uniform esti-
mates hold for some constant C > 0 not depending on N and 6:

Invwnllceomwrsrz e < G, (4.7)
HnNHLZ(O,T;WQ,p(Td)) <,

Inw (| Lavss+1(o,mspavrs1crayy < C,
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where p=2v/(y+1) ifd=3 andp < 2 if d = 2.

We remark that for v > 3 it holds p > 3/2 and hence, the embedding W2P(T4) —
W13(T4) is compact.

Proof. Since d < 3, the space H2(T%) embeddes continuously into L>(T¢), show-
ing that (y/nn) is bounded in L?(0,7; L>°(T%)) (see (4.5)). Thus, in view of (4.3),
nNwN = /INy/RNwy is uniformly bounded in L?(0,T; L?(T?)). By (4.1) and (4.5),
(Vy/ny) is bounded in L?(0,T; L5(T%)) and (y/nn) is bounded in L>(0, T; L5(T9)).
This, together with (4.3), implies that

V(TLNU)N) = QV\/ﬁQ{) (\/WUJN) + \/WVUJN\/’IE

is uniformly bounded in L?(0, T; L3/2(T%)), proving the first claim.
For the second claim, we observe first that, by the Gagliardo-Nirenberg inequality
(see Lemma 4.1), with p =2v/(y+1) and 6 = 1/2,

|\VF||L4(0TLZP T4)) <C/ ||\/7||H2(Td)||\/7\|L27(Td)
4(1-6)
< NN oy [ IV eyt < .

Thus, (y/ny) is bounded in L*(0,7; W2P(T%)). Notice that in the case d = 3,
v > 3 implies that 2p > 3 which gives a uniform bound for \/ny in L*(0,T; L>(T%)).
If d = 2, (ny) is bounded in L°°(0,T; HY(T%)) — L>(0,T; L*(T%)) for all a < cc.
Then we may replace in the above estimate 2y by «, obtaining an L*(0,T; W1:2P(T%))
bound for all p < 2. Hence, in the two-dimensional case, all v > 1 are admissible.
The estimate on V/ny in L*(0,T; L??(T%)) shows that

Viny =2(vnnV3y/ny + Vy/ny @ Vy/ny)

is bounded in L?(0,T; LP(T%)) which proves the second claim.
Finally, the Gagliardo-Nirenberg inequality, with 8§ = 3/(4vy + 3) and ¢ = 2(4v +
3)/3,

1-6)
nfﬂmmmmd<c/n¢*MWMW‘m;w
< CHWHLm(o T Lw(qrd))/ VN 12 (ray dt < C,

shows that ny is bounded in L9/2(0,T; L%/?(T¢)). This finishes the proof. O
LEMMA 4.4 (Time regularity for ny and nywy). The following uniform esti-
mates hold for s > d/2 + 1:

10N [l 20,7 L8/2(Teyy < C, (4.10)
Hat(anN)||L4/3(0’T;(H5(Td))*) S C. (4.11)

Proof. By (4.7) and (4.8), we find that Oyny = —div(nywy)+vAny is uniformly
bounded in L?(0, T; L3/2(T¢)), achieving the first claim.

The sequence (nywy ®@wy) is bounded in L>(0, T; L' (T%)); hence, (div(nywy ®
wy)) is bounded in L (0, T; (W (T%))*) and, because of the continuous embedding
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of H*(T4) into W1°°(T?) for s > d/2+ 1, also in L°(0,T; (H*(T%))*). The estimate

T T
/0 /Tanv (A\/{%TV>  pdadt = 7/0 g Ayan (2Vy/an - ¢ + andive)dedt

<N AVRN 220,712 (7ay) (VAN L3 0,701 2 (ray) |0l L4 0,716 (Tay)
+ ”\/WHLOO(O,T;LG(TUZ)) ||¢HL2(O,T;W1,3(']I‘:1)))
< OH¢HL4(07T;W1,3(W))

for all ¢ € L*(0,T; Wh3(T?)) proves that nyA,/nn//nn is uniformly bounded in
LA3(0, T; (WH3(T9))*) « LA3(0,T; (H*(T4))*). In view of (4.9), (n}) is bounded
in LY/3(0,T; L*3(T?)) — L*3(0,T; (H*(T%))*). Furthermore, by (4.7), A(nywy)
is uniformly bounded in L?(0,T; (W13(T%))*) and, by (4.4), (Awy) is bounded in
L%(0,T; (H'(T%))*). Therefore,

Ayay
NDS

(nywn); = —div(nywy ®@ wy) — V(n}) + 2eanyV ( ) +npnf

+ vA(nywy) + dAwy

is uniformly bounded in L*/3(0, T; (H*(T%))*). D
The L*(0,7; WH4(T?)) bound (4.5) on ¢nx provides a uniform estimate for
8,5\/711\[.

LEMMA 4.5 (Time regularity for \/ny). The following estimate holds:

”8“/”1\7||L2(O,T;(H1(’H‘d))*) < C. (412)

Proof. Dividing the mass equation by /ny gives

1
Opv/ny = —V/ny - wn — gs/nNdiva + V(A,/nN +4|V\4/nN\2)
1
= —diV(\/TLNU)N) + iw/nNdiva + I/(A\/nN + 4|V 4/nN|2).

The first term on the right-hand side is bounded in L2(0,T; (H(T%))*), by (4.3). The
remaining terms are uniformly bounded in L?(0, T; L?(T%)), see (4.3) and (4.5). O

5. The limit N — oco. We perform first the limit N — oo, § > 0 being fixed.
The limit § — 0 is carried out in section 6. We consider both limits separately
since the weak formulation (1.13) for the continuous viscous quantum Euler model is
different from its approximation (3.2) and (3.4).

We conclude from the Aubin lemma, taking into account the regularity (4.8) and
(4.10) for ny, the regularity (4.5) and (4.12) for \/ny, and the regularity (4.7) and
(4.11) for nywy, that there exist subsequences of (ny), (y/nn), and (nywy), which
are not relabeled, such that, for some functions n and j, as N — oo,

ny —n strongly in L(0,T; L>°(T%)),
VN — v/n weakly in L?(0,T; H*(T?)),
VN — \/n strongly in L2(0,T; H' (T?)),
nywy — j strongly in L?(0,T; L*(T%)).
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Here we have used that the embeddings W2?(T%) — L*>(T%) (p > 3/2), H*(T¢) —
H(T?), and W3/2(T4) < L?(T?) are compact. The estimate (4.4) on wy provides
further the existence of a subsequence (not relabeled) such that, as N — oo,

wy — w weakly in L2(0,T; H'(T%)).

Then, since (nywy) converges weakly to nw in L*(0,T; L5(T%)), we infer that j = nw.

We are now in the position to let N — oo in the approximate system (3.2) and
(3.4) with n = ny and v = wy. Clearly, the limit N — oo shows immediately that n
solves

ny + div(nw) = vAn  in T x (0, 7).

Next, we consider the weak formulation (3.4) term by term. The strong convergence
of (nywy) in L2(0,T; L?(T%)) and the weak convergence of (wy) in L2(0,T; L%(T9))
leads to

nywy @ wy — nw @ w weakly in L*(0,T; L3/?(T?)).
Furthermore, in view of (4.7) (up to a subsequence),
V(nywy) — V(nw) weakly in L2(0,T; L3/2(T4)).

The L*°(0,T;L7(T¢)) bound for (ny) shows that n}, — 2z weakly* in L>(0,T;
LY(T%)) for some function z and, since n}; — n” a.e., 2 = n”. Finally, the above
convergence results show that the limit N — oo of

B Agdiv(nN¢)dx = /w AN (2Vy/nn - ¢ + indiv ¢)de

equals, for sufficiently smooth test functions,
/ AVE(2V/A - ¢+ adiv ¢)da.
Td

We have shown that (n, nw) solves ny + div(nw) = vAn pointwise in T¢ x (0,7)
and, for all test functions ¢ such that the integrals are defined,

T
—/ nowo - (-, 0)dx = / / (nw ot +nwew:Vo+pn)dive+nf-¢ (5.1)
Td o Jrd
—222AVR(2VVR - ¢ + vidiv ) — (VY (nw) + 6Vw) : Vo — dw - (;5) dadt.

6. The limit 6§ — 0. Let (ns,ws) be a solution to (3.2) and (5.1), with the
regularity proved in the previous section. By employing the test function ng¢ in (5.1)
(which is possible as long as the integrals are well defined), we obtain, according to
Lemma 2.2,

T
—/ nawo - ¢(+,0)dx = / / <n§w§ - — n3div(ws)ws - ¢ — v(nsgws @ Vng) : Vo
Td o Jrd

~
v+1

— 25(2)A\/775(2\/5Vn -o+ n§/2diV¢) —vV(nsws) : (n5V¢ +2Vns ® ¢)
— oVws : (ngV(ﬁ + Vns ® ¢) — dngws - (b) dxdt. (6.1)

+ nsws @ nsws : Vo + ngﬂdivgﬁ +n2f-¢
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The Aubin lemma and the regularity results from section 4 allow us to extract
subsequences (not relabeled) such that as 6 — 0, for some functions n and j,

ns — n  strongly in L2(0,T; WP(T?)), 3 < p < 6v/(y + 3), (6.2)
nsws — j strongly in L2(0,T; L9(T%)), 1 < ¢ < 3, (6.3)
Vs — \/n strongly in L°°(0,T; L"(T4)), 1 <r < 6.

Estimate (4.3) and Fatou’s lemma yield

2

.. nsw

/ lim inf Mdz < oo.
Td 6—0 ns

This implies that j = 0 in {n = 0}. Then, when we define the limit velocity w := j/n
in {n # 0} and w := 0 in {n = 0}, we have j = nw. By (4.3), there exists a
subsequence (not relabeled) such that

Vnsws — g weakly* in L>(0,T; L*(T%)) (6.5)

for some function g. Hence, since ,/ns converges strongly to y/n in L2(0,T; L>(T%)),
we infer that nsws = \/ns(\/Nsws) converges weakly to /ng in L?(0,T; L?(T¢)) and

V/ng = nw = j. In particular, g = j/v/n in {n # 0}.
Now, we are able to pass to the limit § — 0 in the weak formulation (6.1) term
by term. The strong convergences (6.2) and (6.3) imply that

n2ws — n*w strongly in L*(0,T; LY(T%)), ¢ < 3,
nsws @ Vng — nw @ Vn  strongly in L*(0,T; L3/?(T9)).
The strong convergence of ngws immediately gives
nsws @ nsws — nw @ nw  strongly in L1(0, T; LY?(TY)), ¢ < 3.

Furthermore, we have

Vns — Vn  strongly in L*(0, T°LP(T%)) by (6.2), p > 3,

Vs — \/n strongly in L°(0,T; L™ (T%)) by (6.4) with 7 = 2p/(p — 2),

Ay/ng — Ayn weakly in L?(0,T; L*(T)) by (4.5).
It holds r < 6 since we have p > 3. This implies that
A/ngy/nsVng — Ay/ny/nVn  weakly in L' (0, T; L*(T?)).

Here, we need the assumption v > 3 if d = 3 which allows us to obtain compactness
of (ng) in WHP(T4) with p > 3. This assumption is also needed in the following
argument: Since V(nsw;) converges weakly in L2(0, T; L3/%(T%)) (see (4.7)) and and
Vns converges strongly in L2(0,T; L?(T4)) (see (6.2)), we obtain

V(nsws) - Vns — V(nw) - Vn  weakly in L'(0,T; L' (T)).

The almost everywhere convergence of ns and the L*/3+(0, T; L*/3+1(T%)) bound
on ns (see (4.9)), together with the fact that 4y/3 + 1 > v + 1, proves that

n}“ — n* strongly in L(0,T; L*(T9)).
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Using the estimate (4.4) for v/dws, we obtain further, for smooth test functions,

5/ Vws : (nsVo+ Vns @ ¢)dx
Td

< \/SH \/ngts HLZ(O,T;LQ(T‘!)) (||n5 ”L2 (0,T;L°°(T4)) H¢||L°°(O,T;H1(Td))

+ lInsll 2o, mswr2 a0l o< (0,728 (Tay)) — 0,

5/dn5w5 . ¢dz S 5||n6w6”L2(O,T;L3(Td))||¢|‘L2(0,T;L3/2(Td)) —0 asd—0.
T

It remains to show the convergence of n%div(wg)wg. To this end, we proceed
similarly as in [9] and introduce the functions G, € C*([0,00)), a > 0, satisfying
Gu(z) =1 for x > 2a, Go(xz) =0 for 2 < o, and 0 < G, < 1. Then we can estimate
the low-density part of n3div(ws)ws by

H<1_Ga(n5))n§div(“}5)w5HLI(O,T;LI(W))
<X = Galns))vnsl Lo (o,7; L0 (ray) | V1 div wsl| 12 (0,722 (14))

X ||”6w6||L2(0,T;L2(Td))
< CH(l - Ga(n5))vn5||L°°(O,T;L°°(Td)) < CVa, (6-6)

where C' > 0 is independent of § and a. We write

Ga(”é))

Go(ng)nsdivws = div(Ga(ns)nsws) — nsws @ Vng (G’a(n(;) + "
5

(6.7)

As 6 — 0, the first term on the right-hand side converges strongly to div(Gq(n)nw)
in L1(0,T; (H(T4))*) since G, (ns) converges strongly to G (n) in LP(0,T; LP(T%))
for any p < oo and nsws converges strongly to nw in L?(0,T; L4(T9)) for any ¢ < 3.
In view of (6.4) and (6.5), we infer the weak* convergence nsws — /ng = nw in
L>®(0,T; L2/ ("+2)(T4)) for all r < 6. Thus, because of (6.2),

nsws ® Vng — nw @ Vn  weakly in L?(0,T; L (T4)),
where 6 = 2pr/(2p + 2r + pr). It is possible to choose 3 < p < 6v/(y+3) and r < 6
such that # > 1. Then, together with the strong convergence of G, (ns) + G (ns)/ns

to G’ (n) +G4(n)/n in LP(0,T; LP(T?)) for any p < oo, the limit § — 0 in (6.7) yields
the identity

Go(n)ndivw = div(Ga(n)nw) — nw @ W(g/g (n) + GaT(n) )

in L1(0, T; (H%(T%))*). Since G (ns)nsdivws is bounded in L?(0, T; L?(T9)), we con-
clude that

Go(ns)nsdivws — Go(n)ndivw  weakly in L2(0,T; L*(T?)).

Moreover, in view of the strong convergence of nsws to nw in L2(0,T; LI(T%)) for all
q < 3, we infer that

Ga(ns)nsdiv(ws)nsws — Go(n)ndiv(w)w weakly in L(0,T; L9/ (T4)).
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We write, for ¢ € L (0, T; L (T4)),
/T (vl — n’div(w)w) - oda (6.8)
= [ (Gatns niis(us)us — GalmpnPdivtw)u) - oo
+ /T (Galn) = Galng))2div(w)uw - o
+ /Td(l — Ga(ns)) (ngdiv(ws)ws — n?div(w)w) - ¢da.

For fixed a > 0, the first integral converges to zero as 6 — 0. Furthermore, the
last integral can be estimated by Cy/a uniformly in § (see (6.6)). For the sec-
ond integral, we recall that G,(ns) — Gu(n) strongly in LP(0,T; LP(T9)) for all
p < oo. Furthermore, by the Gagliardo-Nirenberg inequality, the bounds of nw in
L2(0,T; WH3/2(T?)) and L*(0,T; L*/%(T9)) imply that nw € L%2(0,T; L>/?(T4)).
Thus, since /ndivw € L?(0,T; L?(T?)) and v/n € L9(0,T; L9(T?)) with ¢ = 8y/3+2
(see (4.9)),

18y +21

n2div(w)w = v/n(v/ndivw)nw € L™ (0,T; L"(T?)), r= 207115

As a consequence, the second integral converges to zero as § — 0. Thus, in the limit
d — 0, (6.8) can be made arbitrarily small and hence,

n2div(ws)ws — n’div(w)w weakly in L'(0,T; L*(T%)).

We have proved that (n,w) solves (1.6) and (1.13) for smooth initial data. Let
(np,wp) be some finite-energy initial data, i.e. ng > 0 and E.,(ng,wp) < 0o, and let
(n§,w) be smooth approximations satisfying ny > § > 0 in T and \/778 — /o
strongly in H!(T9), \/%wg — /mowy strongly in L?(T?) as § — 0. In particular,

nd — /ng strongly in L5(T?) and therefore, njw) — nowo strongly in L3/2(T?).
By the above proof, there exists a weak solution (ns,ws) to (1.6)-(1.8) with initial
data (n,w)) satisfying all the above bounds. In particular, (ns,nsws) converges
strongly in some spaces to (n,nw) as § — 0 and there exist uniform bounds for
(ns) in H'(0,T; L3/2(T%)) and for (nsws) in WH4/3(0,T; (H*(T4))*). Thus, up to
subsequences, as § — 0,

nd = ns(-,0) = n(-,0) weakly in L3/?(T%),
w8l = (ngws)(,0) = (nw)(0)  weakly in (H*(T4))".

This shows that n(-,0) = ng and (nw)(-,0) = npwp in the sense of distributions. We
conclude the proof of Theorem 1.1. Corollary 1.2 follows from this theorem after
setting €3 = 2 — 2 > 0 and u = w — vV logn.

REMARK 6.1 (Momentum relaxation term). The above proof also works when
we include the relaxation term —nu/7 to the right-hand side of (1.2). In the viscous
quantum Euler model, this term becomes —(nw—vrVn)/7. The existence proof for the
approximate system in section 3 does not change, see e.g. [19] for the one-dimensional
situation. Now, the convergence results of this section imply that nsws — vVns
converges strongly to nw — vVn in L2(0,T; L?(T?)).



18 ANSGAR JUNGEL

REMARK 6.2 (Positivity of the particle density). We have shown that the particle
density is nonnegative. This does not exclude vacuum regions {n = 0}. Notice that
the maximum principle can be applied to (1.6) only if the velocity is regular, e.g.
divw € L. In the literature, there are only few results concerning positive densities
in fluid models. For instance, in the Brenner-Navier-Stokes model with constant
viscosity, Feireisl and Vasseur [17] proved that the density is positive except on a
set of Lebesgue measure zero. Furthermore, in [35] it is shown that the solution of
the one-dimensional stationary viscous quantum Euler model admits strictly positive
particle densities.

REMARK 6.3 (Boundary conditions). Without the third-order quantum term, it
is possible to treat Dirichlet or no-slip boundary conditions for the velocity u [16].
Moreover, according to [8], energy estimates for the new energy E. (n,w) can be
derived if the boundary condition Vn x v = 0 is imposed, where o/ denotes the
exterior unit normal on the boundary. However, the situation is less clear concerning
the choice of boundary conditions for the particle density in quantum fluid models.
In fact, many authors impose periodic boundary conditions [6, 9, 11, 19, 26, 38|,
insulating boundary conditions [13], or they consider the whole-space problem [39].
Boundary conditions satisfying the Shapiro-Lopatinskii criterion have been examined
n [12]. Furthermore, in [32, 35] Dirichlet-type conditions have been employed in the
analyzed, but only for the (simpler) one-dimensional equations.

Appendix. We prove the following result which is used in Lemma 4.2: Let u be
a smooth positive function on T¢ (d > 1). Then

16(4d — 1)
(d+2)?

Proof. The proof is inspired by the extension of the entropy construction method
introduced in [34]. The main idea is to formalize the integrations by parts. The case
d = 1 is a consequence of the results of [33]; therefore we assume that d > 1. To
simplify the computations, we introduce as in [34] the functions

/u2|Vzlogu|2dx2 /\V\/ﬂ|4dx.
T4 T

1 1
_ \Vu|7 A= = %7 A+ p)o* = —3VuTV2uVU,
u u

0 U d

and p > 0 by

d
\V2u|2 = <d>\2 + mﬂz + p2>u2.

It is shown in [34] that p is well defined. A computation shows that

2,12 1 4
J:/ uQ(W U o L gy 4 VU )dx
Td u? u? ut

d
Td -

This integral is compared to
K= 16/ \Vul*de = / u?0*dzr,
Td Td

i.e., we wish to determine a constant ¢y > 0 such that J — cgK > 0 for all (positive
smooth) functions u. We perform integration by parts in J — ¢g K by adding a linear
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combination of the “dummy” integrals

Ji = / div((V?u — Aul)Vu)dz = / u2< —d(d— 1)\ + L;ﬂ + p2>dx =0,
’]I‘d ’]I‘d d— 1

Jo = / div(u™|Vul|?*Vu)de = / u?((d + 2)A0% + 2u6° — 0*)dz = 0,
Td Td

where I is the unit matrix in R?*?, The integrals vanish in view of the periodic

boundary conditions. The goal is to find constants cg > 0, ¢; € R, and ¢2 € R such
that I :=J — oK = J — cgK + ¢1J1 4+ caJ3 > 0. We obtain

I= / u? (d(l —c1(d—1)A\* + L(l + ) + e1p?
']I‘d d— 1
(=24 ea(d + 2))A02 + 2(ca — Db + (1 — o — 62)94)dx.

The choice ¢; = 1/(d — 1) > 0 and ¢z = 2/(d + 2) eliminates the terms involving A
and leads to

I> / u? (al,u2 + 2a2,u€2 + a3¢94)0lac7
Td

where a; = d?/(d — 1)?, ay = —d/(d + 2), and a3 = d/(d + 2) — co. This integral is
nonnegative if the integrand is nonnegative pointwise. This is the case if and only if
a; > 0 and ajaz — a3 > 0 which is equivalent to ¢y < (4d —1)/(d +2)%. O
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