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Abstract. A small Knuden number analysis of a kinetic equation in the dif-
fusive scaling is performed. The collision kernel is of BGK type with a gen-
eral local Gibbs state. Assuming that the flow velocity is of the order of the
Knudsen number, a Hilbert expansion yields a macroscopic model with finite

temperature variations, whose complexity lies in between the hydrodynamic
and the energy-transport equations. Its mathematical structure is explored
and macroscopic models for specific examples of the global Gibbs state are

presented.

1. Introduction. Macroscopic models for averaged physical quantities can be de-
rived from kinetic equations employing a moment method and a suitable closure
condition. Depending on the number of moments and the assumptions on the colli-
sion operator in the kinetic equation, a hierarchy of macroscopic models is obtained,
ranging from drift-diffusion, energy-transport, and hydrodynamic equations, for in-
stance. In this paper, we assume that the collisions can be described by a BGK-type
operator, named after Bhatnagar, Gross, and Krook [7, 20]. BGK models allow for
a simplification of the collisional kinetic phase-space equations and have been used,
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for instance, in the Boltzmann equation for gas dynamics [9, 16], for charge trans-
port in semiconductors [14], and for transport models of granular media [19]. BGK
models are based on the assumption that large deviations from equilibrium can
be described by the equilibrium distribution when certain parameters are position
and time dependent. The global equilibrium is determined by the Gibbs state with
constant position-space density, quasi-Fermi level, and temperature. These con-
stants are replaced by position and time dependent functions, which are obtained
from the physical conservation laws (or collisional invariants), leading to the local
Gibbs state, and relaxation of the phase-space distribution to the local Gibbs state
is assumed.

In ideal rarefied gas dynamics, conservation of mass, momentum, and energy
holds for the particle ensemble. Then the equilibrium function (Maxwellian) has
five parameters, represented by the position density, the (three-dimensional) mean
velocity, and the temperature. A Hilbert expansion around the local equilibrium
leads to the hydrodynamic or Euler equations of gas dynamics [16]. Rigorous results
for this expansion have been proved since several decades, see e.g. [4, 5, 8]. In some
physical applications, such as semiconductor theory, momentum is transferred to the
crystal lattice such that only mass and energy are conserved. The Gibbs state has
only two parameters, position density and temperature, and the moment method
leads to the energy-transport equations, see e.g. [3, 6, 18].

In this paper, we are interested in a situation lying in between the above two
cases. We suppose that mass, momentum, and energy are conserved but we allow
for small velocity variations. We scale the kinetic BGK equation with general Gibbs
states by using diffusive length and time scales, and we perform the formal diffusive
limit. The resulting model consists of the mass conservation equation

∂tn + divx(nu1) = 0, (1)

where n is the position density and u1 the (first-order) mean velocity; the momen-
tum equation

∂t(nu1) + divx(nu1 ⊗ u1) + ∇xq − n∇xV =
2

3
(ne)0∆xu1, (2)

where q is the (second-order) pressure, V the external potential, and (ne)0 the
(zeroth-order) energy density, which is constant in space; the energy equation

∂t(ne)0 +
5

3
(ne)0divxu1 − divx(D1∇xφ1 + D2∇xφ2) = 0, (3)

where D1 and D2 are diffusion coefficients, (φ1, φ2) = (µ/T,−1/T ) are the entropy
variables, µ is the chemical potential, and T the particle temperature. The entropy
variables can be computed implicitly from (n, (ne)0) and vice versa. Moreover, it
holds

∇x(ne)0 = D0∇xφ1 + D1∇xφ2 = 0 (4)

for diffusion coefficients D0 and D1. The symmetric diffusion matrix
(

D0 D1

D1 D2

)

is for all considered examples positive definite, thus revealing a dissipative structure
which is typical for energy-transport models. In particular, we show that there
exists a (negative) entropy which is nonincreasing in time (see Proposition 2). The
positive definiteness of the diffusion matrix is related to the existence of an entropy
functional, see [10, 14].
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Both subsystems (1)-(2) and (3)-(4) are coupled through the mean velocity and
the entropy variables. The form of the diffusion coefficients depends on the choice of
the global Gibbs state. We specify the above model by taking Maxwell, Fermi-Dirac,
and Bose-Einstein distributions.

The mass and momentum equations (1)-(2) represent the Euler equations with
the viscous term 2

3 (ne)0∆xu1. This term is related to the viscosity in the Navier-
Stokes equations. Indeed, introducing the Lamé viscosity coefficients µ = λ =
2
3 (ne)0 in the Navier-Stokes viscous stress tensor S = µ(∇xu1+(∇xu1)

⊤)+λdivxu1 I

[13], where I denotes the identity matrix, we obtain divxS = 2
3 (ne)0∆xu1, since

(ne)0 is spatially constant. In particular, the energy equation (3) is an ordinary
differential equation for (ne)0 (see Remark 2), which can be written as ∂t(ne)0 +
5
3g(t)(ne)0 = 0, where g(t) is defined by

divxu1 = g(t) +
3

5
(ne)−1

0 divx(D1∇xφ1 + D2∇xφ2). (5)

This equation can be considered as a non-standard constraint for the pressure q in
(2). In the incompressible case divxu1 = 0, the pressure q can be determined by
standard methods. In general, the system (1)-(4) represents a compressible situation
with the “pseudo-incompressibility” condition (5). Similar constraints appear in the
low-Mach number limit of some Euler equations [2, 12] (see Remark 1).

The paper is organized as follows. In Section 2, the scaled kinetic BGK model is
introduced and the formal diffusive limit is performed. The mathematical structure
of the macroscopic model is examined in Section 3. Finally, examples for the global
Gibbs state are considered in Section 4.

2. Formal macroscopic limit.

2.1. Scaled kinetic model. We assume that the evolution of the particles is gov-
erned by the diffusion scaled Boltzmann-type equation

ε2∂tf + ε
(

v · ∇xf + ∇xΦ · ∇vf
)

= G[f ] − f, x, v ∈ R
3, t > 0, (6)

with initial datum f(x, v, 0) = fI(x, v) for x, v ∈ R
3. The distribution function

f(x, v, t) depends on the position-velocity variable (x, v) and on time t ≥ 0. We
suppose in the following that the external potential Φ(x, t) is a given function and
that the Knudsen number ε is small (compared to one). The collision model is a
simple BGK-type operator with the local Gibbs state G[f ], defined by

G[f ] = γ(Ef ), Ef =
|v − u|2

2T
− µ

T
. (7)

Here, γ is a nonincreasing and nonnegative continuous function, and the chemical
potential µ (which is the Gibbs free energy per unit mass) and the temperature T
are implicitly given by the conditions

∫

R3

G[f ]dv = nf :=

∫

R3

fdv, (8)

∫

R3

G[f ]vdv = (nu)f :=

∫

R3

fvdv, (9)

∫

R3

G[f ]
|v|2
2

dv = (ne)f :=

∫

R3

f
|v|2
2

dv, (10)
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where nf denotes the particle density, (nu)f the momentum density, and (ne)f the
internal energy density. The mean velocity u is given by u = (nu)f/nf . The above
dependency of (u, µ, T ) on (nf , (nu)f , (ne)f ) is written more explicitly as





nf

(nu)f

(ne)f



 =

∫

R3

γ
( |v − (nu)f/nf |2

2T (nf , (nu)f , (ne)f )
− µ(nf , (nu)f , (ne)f )

T (nf , (nu)f , (ne)f )

)





1
v

1
2 |v|2



 dv.

We impose the following assumptions:

• The function γ is nonincreasing, nonnegative, and continuously differentiable
on R, the integral

∫

R
γ(E)E3dE exists, and limE→∞ γ(E)E4 = 0.

• The potential Φ is bounded from above (such that the energy density nf |uf |2/2
−nfΦ is bounded from below).

• The mapping (u, µ, T ) 7→ (nf , (nu)f , (ne)f ) is invertible.

It should be noted that equation (6) with G[f ] = M [f ], where M [f ] is the local
Maxwellian based on f (see Section 4.1), is different from the standard BGK model
in gas dynamics [7, 20]. In the latter model, the term M [f ] − f is multiplied by
the local number density nf , so that the quadratic nonlinearity in f of the original
Boltzmann equation is kept at least in the so-called loss term. This difference leads
to a difference in the resulting fluid-dynamic equations (see the last paragraph of
Section 2.2).

We wish to derive a macroscopic model from the kinetic model (6)-(7) by per-
forming a Hilbert expansion and a moment method. To this end, we impose two
conditions on the flow velocity and the external potential in order to obtain effects
on finite temperature variations:

u = O(ε), Φ = O(ε2) as ε → 0. (11)

We introduce the scaled potential Φ = ε2V . The above assumptions have been
used to derive the “ghost-effect” system for the nonlinear Boltzmann equation (see
e.g. [16, Sec. 3.3] or [17]). Setting u = 0 and T = 1 in (7) and discarding condi-
tions (9)-(10), we obtain the relaxation-time kinetic model for the mass transport.
This model, together with its rigorous macroscopic limit, has been studied by Dol-
beault et al. in [11]. With vanishing velocity u = 0 and without condition (9), the
corresponding kinetic model and macroscopic limit for mass and energy transport
has been considered by Aoki et al. in [3]. If the velocity u is of order one, the
moment method leads to the hydrodynamic (or Euler) equations. Therefore, we
expect that the moment model under assumptions (11) is of a complexity which is
in between the energy-transport model (due to finite temperature variations) and
the hydrodynamic model (due to the influence of the fluid velocity), see section 3
for details.

2.2. Hilbert expansion. We expand the distribution function f = f0+εf1+ε2f2+
O(ε3), the moments nf = n0+εn1+O(ε2), (ne)f = (ne)0+ε(ne)1+ε2(ne)2+O(ε2),
and the energy Ef = E0 + O(ε) for ε → 0. By assumption (11), we can expand
u = εu1 + O(ε2). The formal limit ε → 0 in the BGK model (6) yields

f0 = G[f0] = γ(E0), E0 =
|v|2
2T0

− µ0

T0
. (12)
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Then, expanding G[f ] = G[f0] + εG1[f0, f1] + ε2G2[f0, f1, f2] + O(ε3), we find that

∫

R3

G[f0]





1
v

|v|2/2



 dv =





n0

0
(ne)0



 ,

∫

R3

G1[f0, f1]





1
v

|v|2/2



 dv =





n1

n0u1

(ne)1



 .

(13)
Inserting the Hilbert expansion of f in the BGK model (6) and identifying the

O(ε) and O(ε2) terms gives

f1 = G1[f0, f1] − v · ∇xG[f0], f2 = G2[f0, f1, f2] − ∂tG[f0] − v · ∇xf1. (14)

Next, we multiply (6) by κ(v) ∈ {1, v, |v|2/2}, integrate over R
3, and identify terms

of equal power of ε:

O(ε) : divx

∫

R3

G[f0]κ(v)vdv = 0, (15)

O(ε2) : ∂t

∫

R3

G[f0]κ(v)dv + divx

∫

R3

f1vκ(v)dv = 0, (16)

O(ε3) : ∂t

∫

R3

f1κ(v)dv + divx

∫

R3

f2κ(v)vdv

−∇xV ·
∫

R3

G[f0]∇vκ(v)dv = 0, (17)

where κ(v)v = v ⊗ v when κ(v) = v.

Step 1: expansion of the stress tensor. Defining the stress tensor P by

P =

∫

R3

G[f ](v − u) ⊗ (v − u)dv,

we can expand, employing (13) and nu ⊗ u = n0u1 ⊗ u1 + O(ε2),
∫

R3

G[f ]v ⊗ vdv = P + nu ⊗ u = P0 + εP1 + ε2(P2 + n0u1 ⊗ u1) + O(ε3), (18)

where

P0 =
2

3
(ne)0I =

∫

R3

G[f0]v ⊗ vdv,

P1 =

∫

G1[f0, f1]v ⊗ vdv,

P2 =

∫

R3

G2[f0, f1, f2]v ⊗ vdv − n0u1 ⊗ u1,

and I is the identity matrix in R
3×3. In fact, these tensors may be identified with

scalars since, using (8)-(10),

P =
1

3

∫

R3

G[f ]|v − u|2dv I =
1

3

∫

R3

G[f ](|v|2 − 2u · v + |u|2)dv I

=
1

3

(

2ne − n|u|2
)

I.

The expansion P = P0 + εP1 + ε2P2 + O(ε3) then gives

P0 =
2

3
(ne)0 I, P1 =

2

3
(ne)1 I, P2 =

1

3

(

2(ne)2 − n0|u1|2
)

I.

In particular, we may write P1 = p1 I and P2 = p2I, where

p1 =
2

3
(ne)1, p2 =

1

3

(

2(ne)2 − n0|u1|2
)

.
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Equation (15) with κ(v) = v implies that

0 = divx

∫

R3

G[f0]v ⊗ vdv =
1

3
∇x

∫

R3

G[f0]|v|2dv =
2

3
∇x(ne)0

and hence divxP0 = 2
3∇x(ne)0 = 0. Notice that (15) is automatically satisfied for

κ(v) = 1 and κ(v) = |v|2/2 since G[f0] is an even function in v.

Step 2: moments of f1 and f2. We compute, using (14), (13), and divxP0 = 0,
∫

R3

f1vdv =

∫

R3

G1[f0, f1]vdv − divx

∫

R3

G[f0]v ⊗ vdv = n0u1. (19)

Next, by (18),
∫

R3

f1v ⊗ vdv =

∫

R3

G1[f0, f1]v ⊗ vdv − divx

∫

R3

G[f0]v ⊗ v ⊗ vdv

=

∫

R3

G1[f0, f1]v ⊗ vdv = P1, (20)

since G[f0]v ⊗ v ⊗ v is an odd function in v and thus, its integral vanishes. A
computation shows that

0 =

∫

R3

G[f ](vi − ui)(vj − uj)(vk − uk)dv

=

∫

R3

G[f ]vivjvkdv −
(

Pijuk + Pikuj + Pjkui

)

+ 2nuiujuk

for i, j, k = 1, 2, 3. Expanding the right-hand side and identifying the terms of order
O(ε) gives

∫

R3

G1[f0, f1]vivjvkdv = P0,iju1,k + P0,iku1,j + P0,jku1,i.

This allows us to compute the third-order moment of f1:
∫

R3

f1vivjvkdv =

∫

R3

G1[f0, f1]vivjvkdv − divx

∫

R3

G[f0]vivjvkvdv

= P0,iju1,k + P0,iku1,j + P0,jku1,i − divx

∫

R3

G[f0]vivjvkvdv

=
2

3
(ne)0

(

δiju1,k + δiku1,j + δjku1,i

)

− divx

∫

R3

G[f0]vivjvkvdv.

Differentiating the last integral, we obtain from (12)

divx

∫

R3

G[f0]vivjvkvdv =

∫

R3

γ′(E0)

(

−|v|2
2

∇x

(

− 1

T0

)

−∇x

(µ0

T0

)

)

· vvivjvkdv

= Cijk
1 · ∇xφ1 + Cijk

2 · ∇xφ2,

where (φ1, φ2) = (µ0/T0,−1/T0) are the entropy variables and the coefficients Cm =
(Cijkℓ

m ) ∈ R
3×3×3×3, Cijk

m = (Cijkℓ
m ) ∈ R

3, m = 0, 1, are defined by

Cijkℓ
1 = −

∫

R3

γ′(E0)vivjvkvℓdv, Cijkℓ
2 = −

∫

R3

γ′(E0)vivjvkvℓ
|v|2
2

dv. (21)
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We conclude that for i, j, k, ℓ = 1, 2, 3
∫

R3

f1vivjvkdv =
2

3
(ne)0

(

δiju1,k + δiku1,j + δjku1,i

)

−
(

Cijk
1 · ∇xφ1 + Cijk

2 · ∇xφ2

)

. (22)

In particular, after setting i = j and summing over i = 1, 2, 3,

∫

R3

f1
|v|2
2

vkdv =
5

3
(ne)0u1,k −

(

Dk
1 · ∇xφ1 + Dk

2 · ∇xφ2

)

, (23)

where the coefficients are defined as

Dk
1 =

1

2

3
∑

i=1

Ciik
1 , Dk

2 =
1

2

3
∑

i=1

Ciik
2 . (24)

Finally, we compute the second-order moment of f2:
∫

R3

f2v ⊗ vdv =

∫

R3

G2[f0, f1, f2]v ⊗ vdv − ∂t

∫

R3

G[f0]v ⊗ vdv

− divx

∫

R3

f1v ⊗ v ⊗ vdv

= P2 + n0u1 ⊗ u1 − ∂tP0 − divx

∫

R3

f1v ⊗ v ⊗ vdv,

where we have used (18). We differentiate (22) to calculate the last integral:

3
∑

k=1

∂

∂xk

∫

R3

f1vivjvkdv =
2

3
(ne)0

(

divxu1δij +
∂u1,j

∂xi
+

∂u1,i

∂xj

)

− divx

(

Cij
1 ∇xφ1 + Cij

2 ∇xφ2

)

.

Because of P2 = p2 I, this gives
∫

R3

f2v ⊗ vdv = p2 I + n0u1 ⊗ u1 − ∂tP0 −
2

3
(ne)0

(

divxu1I + ∇xu1 + (∇xu1)
⊤
)

+ divx

(

C1∇xφ1 + C2∇xφ2

)

. (25)

We recall that I is the identity matrix in R
3×3.

Step 3: computation of the moments and diffusion coefficients. Passing to spherical
coordinates, the moments and the diffusion coefficients can be simplified. In fact,
we compute

n0 = 4π

∫ ∞

0

γ
( r2

2T0
− µ0

T0

)

r2dr = 4πT
3/2
0 g1

(µ0

T0

)

, (26)

(ne)0 = 4π

∫ ∞

0

γ
( r2

2T0
− µ0

T0

)r4

2
dr = 2πT

5/2
0 g2

(µ0

T0

)

, (27)

where

gi(z) =

∫ ∞

0

γ
(r2

2
− z
)

r2idr =

∫ ∞

0

γ(y − z)(2y)i−1/2dy, i ≥ 1.
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A computation shows that the diffusion coefficients (21) and (24) can be written as

Cijkℓ
1 =

4π

15
T

7/2
0 g′3

(µ0

T0

)

(

δijδkℓ + δikδjℓ + δiℓδjk

)

, Dkℓ
1 =

2π

3
T

7/2
0 g′3

(µ0

T0

)

δkℓ,

Cijkℓ
2 =

2π

15
T

9/2
0 g′4

(µ0

T0

)

(

δijδkℓ + δikδjℓ + δiℓδjk

)

, Dkℓ
2 =

π

3
T

9/2
0 g′4

(µ0

T0

)

δkℓ,

where g′i is the derivative of gi. Integrating by parts and using the assumptions on
γ, we find that g′i+1(z) = (2i + 1)gi(z), i ≤ 3. Then

Cijkℓ
1 =

4π

3
T

7/2
0 g2

(µ0

T0

)

(

δijδkℓ + δikδjℓ + δiℓδjk

)

, Dkℓ
1 =

10π

3
T

7/2
0 g2

(µ0

T0

)

δkℓ,

(28)

Cijkℓ
2 =

14π

15
T

9/2
0 g3

(µ0

T0

)

(

δijδkℓ + δikδjℓ + δiℓδjk

)

, Dkℓ
2 =

7π

3
T

9/2
0 g3

(µ0

T0

)

δkℓ.

(29)

Step 4: computation of the moment equations. Equation (16) with κ(v) = 1 be-
comes, using (19),

∂tn0 + divx(n0u1) = 0.

Employing (20) and (13), equation (16) with κ(v) = v can be written as

∇xp1 = divxP1 = 0.

Furthermore, because of (23), equation (16) with κ(v) = |v|2/2 equals

∂t(ne)0 +
5

3
(ne)0divxu1 − divx

(

D1∇xφ1 + D2∇xφ2

)

= 0.

In view of (28) and (29), we can write

D1∇xφ1 + D2∇xφ2 =
2π

3

(

5T
7/2
0 g2

(µ0

T0

)

∇x

(µ0

T0

)

+
7

2
T

9/2
0 g3

(µ0

T0

)∇xT0

T 2
0

)

=
2π

3
∇x

(

T
7/2
0 g3

(µ0

T0

))

,

so that the energy equation becomes

∂t(ne)0 +
5

3
(ne)0divxu1 −

2π

3
∆x

(

T
7/2
0 g3

(µ0

T0

))

= 0. (30)

Since (ne)0 is space-independent, we may write this equation as

∂t(ne)0 +
5

3
(ne)0divx

(

u1 −
1

5
∇x

(

T0
g3(µ0/T0)

g2(µ0/T0)

)

)

= 0,

using (27). As a consequence, the divergence term has to be space-independent too,
and the above equation is an ordinary differential equation for (ne)0, showing that
(ne)0(t) is positive for all time if (ne)0 is positive initially.

Next, using divx∂tP0 = 0, (17) with κ(v) = v reads as

∂t(n0u1) + divx(P2 + n0u1 ⊗ u1) + divxdivx(C1∇φ1 + C2∇φ2) − n0∇xV

=
2

3
(ne)0

(

∆xu1 + 2∇xdivxu1

)

.

Since

Cijkℓ
1

∂φ1

∂xℓ
+ Cijkℓ

2

∂φ2

∂xℓ
=

4π

15

∂

∂xℓ

(

T
7/2
0 g3

(µ0

T0

))

(

δijδkℓ + δikδjℓ + δiℓδjk

)

,
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we infer that

divxdivx(C1∇φ1 + C2∇φ2) =
4π

5
∇x∆x

(

T
7/2
0 g3

(µ0

T0

))

. (31)

Differentiating the energy equation (30) with respect to the spatial variable, it
follows that

5(ne)0∇xdivxu1 = 2π∇x∆x

(

T
7/2
0 g3(φ1)

)

.

Hence, we conclude that

divxdivx(C1∇φ1 + C2∇φ2) = 2(ne)0∇xdivxu1,

and the momentum equation simplifies to

∂t(n0u1) + divx(n0u1 ⊗ u1) + ∇xq − n0∇xV =
2

3
(ne)0∆xu1,

where we have used the relation P2 = p2 I from step 1 and the definition

q = p2 +
2

3
(ne)0divxu1. (32)

If (15)-(17) were satisfied with κ(v) = 1, v, |v|2/2, the Hilbert expansion of f
would be solvable up to third order. Since we require that (17) is satisfied with
κ(v) = v only, we obtain solvability up to second order.

Collecting the above results, we have shown the following theorem.

Theorem 2.1. Let (11) and the assumptions on page 4 hold. Then the Hilbert
expansion of f is solvable up to second order if the functions u1, µ0, T0, p1, and q
solve the system of equations

∇x(ne)0 = 0, ∇xp1 = 0, ∂tn0 + divx(n0u1) = 0, (33)

∂t(ne)0 +
5

3
(ne)0divx

(

u1 −
1

5
∇x

(

T0
g3(µ0/T0)

g2(µ0/T0)

)

)

= 0, (34)

∂t(n0u1) + divx(n0u1 ⊗ u1) + ∇xq − n0∇xV =
2

3
(ne)0∆xu1, (35)

where the particle density n0 and the energy density (ne)0 depend on (µ0, T0) (or,
equivalently, (φ1, φ2)),

n0 = 4πT
3/2
0 g1

(µ0

T0

)

, (ne)0 = 2πT
5/2
0 g2

(µ0

T0

)

,

and gi is defined by

gi(z) =

∫ ∞

0

γ
(r2

2
− z
)

r2idr =

∫ ∞

0

γ(y − z)(2y)i−1/2dy, i = 1, 2, 3.

We observe that the mapping (φ1, φ2) 7→ (n0, (ne)0) is invertible since

det
∂(n0, (ne)0)

∂(φ1, φ2)
=
(

∫

R3

γ′(E0)
|v|2
2

dv
)2

−
∫

R3

γ′(E0)dv

∫

R3

γ′(E0)
|v|4
4

dv

is negative, by the Cauchy-Schwarz inequality (and the corresponding condition
for equality). The last equation in (33) expresses mass conservation, equation (34)
expresses energy conservation, and (35) is the momentum balance equation. Com-
pared to the ghost-effect equations based on the Boltzmann equation (or the stan-
dard BGK model) in [16, p. 117], the divergence of the thermal stress in (35) does
not appear. In fact, in our model, the divergence of the thermal stress is given by
(31), and we employ as in [16] the energy equation (30) to replace it by a first-order
term in the velocity, which is hidden in the new pressure q, see (32). The absence of
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the divergence of the thermal stress in (35) should be attributed to the fact that the
structure of our kinetic equation (6) is slightly different from that of the standard
BGK model (see Section 2.1).

3. Mathematical structure of the model. From a mathematical point of view,
the model equations (33)-(35) can be interpreted as follows. The mass and momen-
tum equations

∂tn0 + divx(n0u1) = 0, (36)

∂t(n0u1) + divx(n0u1 ⊗ u1) + ∇xq − n0∇xV =
2

3
(ne)0∆xu1 (37)

are the compressible Navier-Stokes equations, where 2
3 (ne)0 plays the role of a space-

independent viscosity and the pressure q is – similarly to the incompressible case –
the Lagrange multiplier of the scalar constraint (5). The following proposition gives
an energy estimate for the above system.

Proposition 1. Let n0, (ne)0 = (ne)0(t), and V = V (x) be given and let (u1, q) be
a (smooth) solution to (36)-(37) such that |u1(x, t)| decays sufficiently fast to zero
as |x| → ∞ uniformly in t. Then

d

dt

∫

R3

(1

2
n0|u1|2 − n0V

)

dx +
2

3
(ne)0

∫

R3

|∇xu1|2dx =

∫

R3

qdivxu1dx. (38)

The term qdivxu1 in (38) expresses the energy change due to the work of compres-
sion. In the incompressible case, it vanishes, and the energy becomes nonincreasing
in time.

Proof. We calculate

d

dt

∫

R3

(1

2
n0|u1|2 − n0V

)

dx =

∫

R3

(

− 1

2
|u1|2∂tn0 + ∂t(n0u1) · u1 − ∂tn0V

)

dx

=

∫

R3

(1

2
divx(n0u1)|u1|2 + ∇xu1 : (n0u1 ⊗ u1)

)

dx

+

∫

R3

(

divx(n0u1)V + n0∇xV · u1

)

dx

+

∫

R3

(

qdivxu1 −
2

3
(ne)0|∇xu1|2

)

dx.

An integration by parts in the first two integrals shows that both integrals vanish.
Hence, the conclusion follows.

Remark 1. As mentioned in the introduction, the Euler system (36)-(37) may be
supplemented by the equation divxu1 = h(x, t), where h(x, t) depends on (ne)0,
µ0, and T0 (see (5)). This equation may be interpreted as a non-standard (scalar)
constraint for the (scalar) Lagrange multiplier q in the momentum equation (37).
Such constraints appear in the low-Mach number limit in the Euler equations and
are referred to as pseudo-incompressibility conditions [2, 12]. It is not surprising that
we obtain a similar constraint since in the low-Mach number limit, the time scale
is O(1/ε) and the velocity is assumed to be of the order O(ε) which are exactly
our scaling assumptions. The numerical approximation of pseudo-incompressible
equations is described in [2]; the analytical treatment, however, seems to be not
clear.
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The Euler equations (36)-(37) are coupled to the energy equations

∇x(ne)0 = 0, ∂t(ne)0 +
5

3
(ne)0divxu1 − divx(D1∇xφ1 + D2∇xφ2) = 0. (39)

We recall that the diffusion coefficients Di are defined in (28)-(29). We claim that
this system has an energy-transport-type structure. To explain this, we differentiate
the energy density, employing (27):

2

3
∇x(ne)0 =

4π

3
T

5/2
0 g′2(φ1)∇xφ1 +

10π

3
T

7/2
0 g2(φ1)∇xφ2 = D0∇xφ1 + D1∇xφ2,

where

D0 = 4πT
5/2
0 g1(φ1), D1 =

10π

3
T

7/2
0 g2(φ1).

Then we can write

∂t

(

0
(ne)0

)

− divx

(

D∇x

(

φ1

φ2

))

+
5

3
(ne)0divx

(

0
u1

)

= 0, (40)

where the diffusion matrix D is defined by

D =

(

D0 D1

D1 D2

)

=
π

3
T

5/2
0

(

12g1(φ1) 10T0g2(φ1)
10T0g2(φ1) 7T 2

0 g3(φ1)

)

. (41)

This matrix is symmetric and we will show in section 4 that it is positive definite in
all considered examples. Another formulation of the above system is obtained by
adding the mass equation to the first component of (40):

∂t

(

n0

(ne)0

)

− divx

(

D∇x

(

φ1

φ2

))

+ divx

(

n0u1
5
3 (ne)0u1

)

= 0. (42)

The entropic structure of this system (in the sense of [10, 14]) can be understood
by computing the time derivative of the (negative) relative entropy density

h(x, t) = m · (φ − φeq) +

∫

R3

γ∗

(

− φ1 −
|v|2
2

φ2

)

(x, t)dv −
∫

R3

γ∗

( |v|2
2

)

dv,

where m = (n0, (ne)0) are the moments, φ = (φ1, φ2) = (µ0/T0,−1/T0) are the
entropy variables, φeq = (0,−1) is the equilibrium value, and γ∗ is a primitive of γ.

Proposition 2. Let u1 and V = V (x) be given and let (φ1, φ2) (or (n0, (ne)0)) be
a (smooth) solution to (42) satisfying φ(x, t)− φeq → 0 as |x| → ∞ uniformly in t.
Then

d

dt

∫

R3

h(x, t)dx +

∫

R3

3
∑

k=1

( ∂φ

∂xk

)⊤

D
( ∂φ

∂xk

)

dx = 0.

The second term on the left-hand side can be interpreted as the entropy dissipa-
tion; it is nonnegative if the diffusion matrix D is positive (semi-) definite. In this
situation, the (negative) entropy is nonincreasing in time.

Proof. We observe that

∂h

∂φ1
=

∂m

∂φ1
· (φ − φeq) + n0 −

∫

R3

γ
(

− φ1 −
|v|2
2

φ2

)

dv =
∂m

∂φ1
· (φ − φeq),

∂h

∂φ2
=

∂m

∂φ2
· (φ − φeq) + (ne)0 −

∫

R3

γ
(

− φ1 −
|v|2
2

φ2

) |v|2
2

dv =
∂m

∂φ2
· (φ − φeq),
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and therefore

∂tm · (φ − φeq) =

2
∑

i=1

∂m

∂φi
· (φ − φeq)∂tφi =

2
∑

i=1

∂h

∂φi
∂tφi =

∂h

∂t
.

Then, multiplying (42) by φ − φeq and integrating over R
3, we find that

∫

R3

∂tm · (φ − φeq)dx +

∫

R3

(∇φ)⊤D(∇φ)dx

=

∫

R3

(

n0u1 · ∇φ1 +
5

3
(ne)0u1 · ∇φ2

)

dx.

With the definition of the diffusion coefficients, it follows that D0 = n0T0 and D1 =
5
3T0(ne)0. Thus, 2

3∇x(ne)0 = D0∇xφ1 + D1∇xφ2 = T0(n0∇xφ1 + 5
3 (ne)0∇xφ2),

∂t

∫

R3

hdx +

∫

R3

(∇φ)⊤D(∇φ)dx =
2

3

∫

R3

u1

T0
· ∇x(ne)0dx,

and the conclusion follows since ∇x(ne)0 = 0.

Remark 2. The energy equations (39) can be reformulated in a different way than
explained above. In fact, the first equation in (39) implies that (ne)0 is a function
of time only. Then the expression g(t) = divx(u1 −∇x(T0g3/(5g2))) in the second
equation (see (34)) is independent of x, becoming just the ordinary differential
equation ∂t(ne)0 + 5

3g(t)(ne)0 = 0 for t > 0.

4. Examples. We consider the Maxwellian, Fermi-Dirac, and Bose-Einstein dis-
tributions.

4.1. Maxwellian distribution. We specify (33)-(35) for the Maxwellian distribu-
tion γ(E) = exp(−E). Then

g1(z) =
1

2

√
2πez, g2(z) =

3

2

√
2πez, g3(z) =

15

2

√
2πez,

the moments (26) and (27) are calculated as

n0 = (2πT0)
3/2eµ/T0 , (ne)0 =

3

2
(2π)3/2T

5/2
0 eµ0/T0 =

3

2
n0T0,

and the term in the energy equation, involving g3, equals

2π

3
∆x

(

T
7/2
0 g3(µ0/T0)

)

=
5

2
(2π)3/2∆x

(

T
7/2
0 eµ0/T0

)

=
5

2
∆x(n0T

2
0 ).

We summarize the equations. System (33)-(35) can be written in the variables n0,
T0, u1, p1, and q as

∇x(n0T0) = 0, ∇xp1 = 0, ∂tn0 + divx(n0u1) = 0,

3

2
∂t(n0T0) +

5

2
n0T0divx(u1 −∇xT0) = 0,

∂t(n0u1) + divx(n0u1 ⊗ u1) + ∇xq − n0∇xV = n0T0∆xu1.

The diffusion matrix (41)

D = n0T0

(

1 5
2T0

5
2T0

35
4 T 2

0

)
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is symmetric and positive definite. Furthermore, the (relative) entropy becomes
∫

R3

hdx =

∫

R3

(

n0 log
n0

T
3/2
0

− 5

2
n0 +

3

2
n0T0 + (2π)3/2

)

dx,

which is the usual expression in fluid dynamics.

4.2. Fermi-Dirac distribution. Let γ(E) = 1/(1 + eE). We compute the func-
tions gi:

g1(z) =

√

π

2
F1/2(z), g2(z) = 3

√

π

2
F3/2(z), g3(z) = 15

√

π

2
F5/2(z),

where Fa is the Fermi integral with index a, defined by

Fa(z) =
1

Γ(a + 1)

∫ ∞

0

yady

1 + ey−z
, z ∈ R, a > −1, (43)

and Γ is the Gamma function satisfying Γ(1
2 ) =

√
π and Γ(a + 1) = aΓ(a). Then

the particle and energy densities are

n0 = (2πT0)
3/2F1/2

(µ0

T0

)

,

(ne)0 =
3

2
(2π)3/2T

5/2
0 F3/2

(µ0

T0

)

=
3

2
n0T0

F3/2(µ0/T0)

F1/2(µ0/T0)
,

Moreover, since

2π

3
∆x

(

T
7/2
0 g3(µ0/T0)

)

=
5

2
(2π)3/2∆x

(

T
7/2
0 F5/2(µ0/T0)

)

=
5

2
∆x

(

n0T
2
0

F5/2(µ0/T0)

F1/2(µ0/T0)

)

,

equations (33)-(35) equal

∇x

(

n0T0

F3/2(µ0/T0)

F1/2(µ0/T0)

)

= 0, ∇xp1 = 0, ∂tn0 + divx(n0u1) = 0,

3

2
∂t

(

n0T0

F3/2(µ0/T0)

F1/2(µ0/T0)

)

+
5

2
n0T0

F3/2(µ0/T0)

F1/2(µ0/T0)
divx

(

u1 −∇x

(

T0

F5/2(µ0/T0)

F3/2(µ0/T0)

)

)

= 0,

∂t(n0u1) + divx(n0u1 ⊗ u1) + ∇xp1 − n0∇xV = n0T0∆xu1.

The diffusion matrix (41) becomes

D = (2π)3/2T
5/2
0

(

F1/2(φ1)
5
2T0F3/2(φ1)

5
2T0F3/2(φ1)

35
4 T 2

0 F5/2(φ1)

)

.

This matrix is symmetric and positive definite since

detD =
5

4
T 2

0

(

7F1/2(φ1)F5/2(φ1) − 5F3/2(φ1)
2
)

> 0,

which is a consequence of following general property of Fermi integrals (see [1,
Lemma 4.2] for a proof):

(a + 2)Fa−1(z)Fa+1(z) − (a + 1)Fa(z)2 > 0, z ∈ R, a > 0.
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4.3. Bose-Einstein distribution. The Bose-Einstein case γ(E) = 1/(eE − 1) is
similar to the Fermi-Dirac case. Indeed, introducing the polylogarithms (or Bose-
Einstein integrals [15])

Lia+1(e
z) =

1

Γ(a + 1)

∫ ∞

0

yady

ey−z − 1
, z > 0, a > 0,

we obtain

n0 = (2πT0)
3/2Li3/2(e

µ0/T0),

(ne)0 = (2π)3/2T
5/2
0 Li5/2(e

µ0/T0) =
3

2
n0T0

Li5/2(e
µ0/T0)

Li3/2(eµ0/T0)
.

Then, after a similar computation as in the previous subsection, the model equations
(33)-(35) are written as

∇x

(

n0T0

Li5/2(e
µ0/T0)

Li3/2(eµ0/T0)

)

= 0, ∇xp1 = 0, ∂tn0 + divx(n0u1) = 0,

3

2
∂t

(

n0T0

Li5/2(e
µ0/T0)

Li3/2(eµ0/T0)

)

+
5

2
n0T0

Li5/2(e
µ0/T0)

Li3/2(eµ0/T0)
divx

(

u1 −∇x

(

T0

Li7/2(e
µ0/T0)

Li5/2(eµ0/T0)

)

)

= 0,

∂t(n0u1) − divx(n0u1 ⊗ u1) + ∇xq − n0∇xV = n0T0∆xu1,

and the diffusion matrix D reads as

D = (2π)3/2T
5/2
0

(

Li3/2(e
µ0/T0) 5

6T0Li5/2(e
µ0/T0)

5
6T0Li5/2(e

µ0/T0) 7
12T 2

0 Li7/2(e
µ0/T0)

)

.
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