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#### Abstract

A class of strongly coupled parabolic systems, modeling the energy transport of electrons in semiconductors, is analyzed. The variables are the electron density and the thermal energy. First, some Lyapunov functionals are derived, which yields the weak sequential stability for smooth solutions in the sense of Feireisl, using weak compactness results. Second, by the $H^{-1}$ method, the uniqueness of bounded weak solutions is proved.


## 1. Introduction

The semiconductor Boltzmann equation describes the evolution of the electron distribution function in a semiconductor crystal subject to elastic electron-phonon, inelastic electron-phonon, and electron-electron scattering. Ben Abdallah and Degond [3] have shown that a Chapman-Enskog expansion of the distribution function around the thermal equilibrium leads to a system of diffusive equations for the electron density $n$ and the thermal energy $\frac{3}{2} n \theta$ (with the electron temperature $\theta$ ). The so-called energy-transport model consists of strongly coupled parabolic equations which, without relaxation, read as

$$
\begin{align*}
& n_{t}=\operatorname{div} J_{n}, \quad \frac{3}{2}(n \theta)_{t}=\operatorname{div} J_{e}-J_{n} \cdot \nabla V, \quad t>0,  \tag{1}\\
& J_{n}=\nabla\left(n \theta^{1 / 2-\beta}\right)-n \theta^{-1 / 2-\beta} \nabla V,  \tag{2}\\
& J_{e}=(2-\beta)\left(\nabla\left(n \theta^{3 / 2-\beta}\right)-n \theta^{1 / 2-\beta} \nabla V\right) \quad \text { in } \Omega, t>0,  \tag{3}\\
& n(\cdot, 0)=n_{0}, \quad(n \theta)(\cdot, 0)=n_{0} \theta_{0} \quad \text { in } \Omega, \tag{4}
\end{align*}
$$

where $J_{n}$ and $J_{e}$ are the particle and energy current densities, respectively, $V$ is the electric potential, $\Omega \subset \mathbb{R}^{d}(d \leq 3)$ is the bounded semiconductor domain, and $\beta<2$ is a parameter which appears in the elastic scattering rate. In fact, the scattering rate is assumed to be proportional to $E^{\beta}$, with $E$ being the semiconductor band energy.

The main assumptions in the derivation are that the elastic collisions are dominant, that the semiconductor energy band is of parabolic type, and that the semiconductor material is non-degenerate such that Maxwell-Boltzmann statistics can be employed. We refer to

[^0]$[3,11,17]$ for details of the derivation. For a rigorous derivation of energy-transport models in a linear framework, we refer to [4].

Certain values of $\beta$ have been used in the physics literature. For instance, $\beta=\frac{1}{2}$ gives the so-called Chen model [5], $\beta=0$ leads to the Lyumkis model [19], and $\beta=-\frac{1}{2}$ appears in the diffusion approximation of the hydrodynamic semiconductor model [17].

System (1)-(3) possesses some interesting mathematical features. First, it can be written in a "symmetric" form by introducing the so-called dual entropy variables $w_{1}=(\mu-V) / \theta$ and $w_{2}=-1 / \theta$, where the chemical potential $\mu$ is defined by $n=\theta^{3 / 2} \exp (\mu / \theta)[9,17]$. This formulation eliminates the terms involving the electric field $-\nabla V$. Second, when appropriate boundary conditions are imposed, the above system possesses a Lyapunov functional, namely the entropy

$$
\begin{equation*}
H=\int_{\Omega} n \log \frac{n}{\theta^{3 / 2}} d x \tag{5}
\end{equation*}
$$

i.e., it holds that $d H / d t \leq 0$ along positive smooth solutions, for all $t>0$. We notice that these two properties - the existence of an entropy functional and the symmetrization property - are strongly related, see [17] for details.

There are only a few analytical results for (1)-(4) with appropriate boundary conditions, mainly due to the strong nonlinear coupling in the equations and the lack of a maximum principle which might provide the positivity or boundedness of the physical variables. In earlier works, drift-diffusion equations with temperature-dependent mobilities but without temperature gradients [22] (also see [15]) or with nonisothermal systems containing simplified thermodynamic forces [2] have been studied. Later, existence results for the complete energy-transport equations have been achieved, see $[12,14]$ for stationary solutions near thermal equilibrium, $[6,7,8]$ for transient solutions close to equilibrium, and $[9,10]$ for systems with uniformly positive definite diffusion matrices. Furthermore, the nonlinear stability of classical bounded solutions to the one-dimensional equations was investigated [1]. All these results give only partial answers to the well-posedness problem, and a complete global existence result for any data and with physical transport coefficients is still missing.

In view of these difficulties, we analyze in this paper only a simplification of (1)-(4), namely without electric field and subject to periodic boundary conditions:

$$
\begin{align*}
n_{t} & =\Delta\left(n \theta^{1 / 2-\beta}\right), \quad t>0, \quad n(\cdot, 0)=n_{0} \quad \text { in } \mathbb{T}^{d},  \tag{6}\\
\frac{3}{2}(n \theta)_{t} & =(2-\beta) \Delta\left(n \theta^{3 / 2-\beta}\right), \quad t>0, \quad(n \theta)(\cdot, 0)=n_{0} \theta_{0} \quad \text { in } \mathbb{T}^{d}, \tag{7}
\end{align*}
$$

where $\mathbb{T}^{d}$ is the $d$-dimensional torus. We will prove three results.
The first result is the derivation of certain Lyapunov functionals which are of the form (5) or $H=\int_{\mathbb{T}^{d}} n^{a} \theta^{b} d x$ for certain $(a, b)$; see Section 2. The corresponding dissipation terms $-d H / d t$ yield gradient estimates for the solutions and allow us, as a second result, to prove in Section 3 the weak sequential stability in the sense of Feireisl [13]. Weak sequential stability means that, given a sequence of (smooth) solutions to a system of equations, there exists a subsequence which converges to a (weak) solution to this problem.

Typically, the sequence of solutions solves an approximate system of equations, obtained from the original one by a Galerkin scheme or a semidiscretization in time, for instance, and the index of the sequence is related to the approximation parameter. Then weak stability implies that the limiting solution is a solution to the original system. Although the construction of the sequence of approximating solutions is an open problem, the weak sequential stability constitutes an important step in the global existence analysis of the energy-transport equations. The weak sequential stability for the case $\beta=-\frac{1}{2}$ has been treated in [18]. The case $\beta=\frac{1}{2}$ (Chen model) is trivial here since this choice decouples the system (6)-(7). In this paper, we will consider the range $-\frac{1}{2}<\beta<\frac{1}{2}$.

The third result (Section 4) is the proof of the uniqueness of bounded weak solutions, which is based on the observation that (6)-(7) can be written as

$$
\rho(u)_{t}=\Delta a(u) \quad \text { in } \mathbb{T}^{d}, t>0,
$$

where the primal entropy variables are given by $u=\left(u_{1}, u_{2}\right)=\left(\log \left(n \theta^{-3 / 2}\right),-\theta^{-1}\right)$ and

$$
\rho(u)=\left(-u_{2}\right)^{-3 / 2} e^{u_{1}}\binom{1}{-\frac{3}{2} u_{2}^{-1}}, \quad a(u)=\left(-u_{2}\right)^{-(2-\beta)} e^{u_{1}}\binom{1}{-(2-\beta) u_{2}^{-1}} .
$$

In fact, the above formulation allows us to apply the $H^{-1}$ method to prove the uniqueness result. We remark that the $H^{-1}$ method has been also employed to show the uniqueness of solutions to (1)-(4) subject to truncated diffusion coefficients in [16]. The above formulation, however, is new.

## 2. LYAPUNOV FUNCTIONALS

We begin by proving that the entropy (5) is a Lyapunov functional, and we estimate its entropy dissipation.

Lemma 1. Let $\left(n_{\varepsilon}, \theta_{\varepsilon}\right)$ be a positive smooth solution to (6)-(7) and let $\beta<2$. Then there exists a constant $\kappa>0$ depending on $\beta$ but not on $\varepsilon>0$ such that

$$
\frac{d}{d t} \int_{\mathbb{T}^{d}} n_{\varepsilon} \log \left(n_{\varepsilon} \theta_{\varepsilon}^{-3 / 2}\right) d x+\kappa \int_{\mathbb{T}^{d}}\left(n_{\varepsilon}^{-1} \theta_{\varepsilon}^{1 / 2-\beta}\left|\nabla n_{\varepsilon}\right|^{2}+n_{\varepsilon} \theta_{\varepsilon}^{-3 / 2-\beta}\left|\nabla \theta_{\varepsilon}\right|^{2}\right) d x \leq 0
$$

Proof. We differentiate as follows:

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{T}^{d}} n_{\varepsilon} \log \left(n_{\varepsilon} \theta_{\varepsilon}^{-3 / 2}\right) d x & =\frac{d}{d t} \int_{\mathbb{T}^{d}}\left(\frac{5}{2} n_{\varepsilon} \log n_{\varepsilon}-\frac{3}{2} n_{\varepsilon} \log \left(n_{\varepsilon} \theta_{\varepsilon}\right)\right) d x \\
& =\int_{\mathbb{T}^{d}}\left(\frac{5}{2} \log \left(\frac{n_{\varepsilon}}{\theta_{\varepsilon}^{3 / 2}}\right) \partial_{t} n_{\varepsilon}-\frac{3}{2} \frac{1}{\theta_{\varepsilon}} \partial_{t}\left(n_{\varepsilon} \theta_{\varepsilon}\right)\right) d x \\
& =-\int_{\mathbb{T}^{d}} n_{\varepsilon} \theta_{\varepsilon}^{1 / 2-\beta}\left(A\left|\frac{\nabla n_{\varepsilon}}{n_{\varepsilon}}\right|^{2}+2 B \frac{\nabla n_{\varepsilon}}{n_{\varepsilon}} \cdot \frac{\nabla \theta_{\varepsilon}}{\theta_{\varepsilon}}+C\left|\frac{\nabla \theta_{\varepsilon}}{\theta_{\varepsilon}}\right|^{2}\right) d x
\end{aligned}
$$

where

$$
A=1, \quad B=\frac{1}{2}(1-2 \beta), \quad C=\beta^{2}-2 \beta+\frac{9}{4} .
$$

Now, we use the following result: If $A>0$ and $A C-B^{2}>0$, then there exists $\kappa>0$ such that for all $x, y \in \mathbb{R}^{d}, A|x|^{2}+2 B x \cdot y+C|y|^{2} \geq \kappa\left(|x|^{2}+|y|^{2}\right)$. For the above choice of $A$,
$B$, and $C$, the assumptions $A>0$ and $A C-B^{2}=2-\beta>0$ are satisfied. Thus, choosing $x=n_{\varepsilon}^{-1 / 2} \theta_{\varepsilon}^{1 / 4-\beta / 2} \nabla n_{\varepsilon}$ and $y=n_{\varepsilon}^{1 / 2} \theta_{\varepsilon}^{-3 / 4-\beta / 2} \nabla \theta_{\varepsilon}$, we infer that

$$
\frac{d}{d t} \int_{\mathbb{T}^{d}} n_{\varepsilon} \log \left(n_{\varepsilon} \theta_{\varepsilon}^{-3 / 2}\right) d x \leq-\kappa \int_{\mathbb{T}^{d}}\left(n_{\varepsilon}^{-1} \theta_{\varepsilon}^{1 / 2-\beta}\left|\nabla n_{\varepsilon}\right|^{2}+n_{\varepsilon} \theta_{\varepsilon}^{-3 / 2-\beta}\left|\nabla \theta_{\varepsilon}\right|^{2}\right) d x
$$

which shows the lemma.
The following lemma shows that there exist Lyapunov functionals of the form $\int_{\mathbb{T}^{d}} n^{a} \theta^{b} d x$ for certain choices of $(a, b)$. To this end, define the set $M_{\beta}$ of all $(a, b) \in \mathbb{R}^{2}$ such that

$$
\begin{align*}
C_{1} a^{4} & +C_{2} a^{3} b+C_{3} a^{2} b^{2}+C_{4} a b^{3}+C_{5} b^{4}+C_{6} a^{3} \\
& \quad+C_{7} a^{2} b+C_{8} a b^{2}+C_{9} b^{3}+C_{10} a^{2}+C_{11} a b+C_{12} b^{2}>0 \quad \text { and }  \tag{8}\\
a^{2}- & a+\frac{1}{3}(1-2 \beta) a b+\frac{1}{3}(-1+2 \beta) b>0 \tag{9}
\end{align*}
$$

where

$$
\begin{array}{ll}
C_{1}=-\frac{1}{16}(2 \beta-1)^{2}, & C_{2}=\frac{1}{24}(2 \beta-3)(2 \beta-1)^{2}, \\
C_{3}=-\frac{1}{144}\left(4 \beta^{2}-12 \beta-3\right)(2 \beta-1)^{2}, & C_{4}=-\frac{1}{36}(2 \beta-3)(2 \beta-1)^{2}, \\
C_{5}=-\frac{1}{36}(2 \beta-1)^{2}, & C_{6}=\frac{1}{8}(2 \beta-1)^{2}, \\
C_{7}=-\frac{2}{3} \beta^{3}+\frac{4}{3} \beta^{2}-\frac{1}{6} \beta-\frac{7}{6}, & C_{8}=\frac{1}{72}(2 \beta-3)\left(8 \beta^{3}-12 \beta^{2}-6 \beta-31\right), \\
C_{9}=\frac{1}{36}(2 \beta-1)^{3}, & C_{10}=-\frac{1}{16}(2 \beta-1)^{2}, \\
C_{11}=\frac{1}{3} \beta^{3}-\frac{1}{2} \beta^{2}-\frac{5}{12} \beta+\frac{31}{24}, & C_{12}=-\frac{1}{9} \beta^{4}+\frac{2}{9} \beta^{3}-\frac{1}{6} \beta^{2}+\frac{13}{18} \beta-\frac{193}{144} .
\end{array}
$$

The set $M_{\beta}$ is illustrated in Figure 1 for various values of $\beta$.
Lemma 2. Let $\left(n_{\varepsilon}, \theta_{\varepsilon}\right)$ be a positive smooth solution to (6)-(7) and let $-1 / 2<\beta<1 / 2$, $(a, b) \in M_{\beta}$. Then there exists a constant $\kappa>0$ depending on $\beta$ but not on $\varepsilon>0$ such that

$$
\frac{d}{d t} \int_{\mathbb{T}^{d}} n_{\varepsilon}^{a} \theta_{\varepsilon}^{b} d x+\kappa \int_{\mathbb{T}^{d}}\left(n_{\varepsilon}^{a-2} \theta_{\varepsilon}^{1 / 2+b-\beta}\left|\nabla n_{\varepsilon}\right|^{2}+n_{\varepsilon}^{a} \theta_{\varepsilon}^{-3 / 2+b-\beta}\left|\nabla \theta_{\varepsilon}\right|^{2}\right) d x \leq 0
$$

It holds that

$$
\left(2, \beta-\frac{1}{2}\right),(2,3-2 \beta),(2,5), \quad\left(\frac{6}{5}, \beta-\frac{1}{2}\right) \in M_{\beta} \quad \text { for all }-\frac{1}{2}<\beta<\frac{1}{2}
$$

We notice that $(a, 0),(1,1) \notin M_{\beta}$ for all $a>0$ and $\beta<2$. Indeed, by mass and energy conservation, the integrals $\int_{\mathbb{T}^{d}} n_{\varepsilon} d x$ and $\int_{\mathbb{T}^{d}} n_{\varepsilon} \theta_{\varepsilon} d x$ are constant in time, and the dissipation vanishes. The choice $(a, b)=(2, \beta-1 / 2)$ yields an estimate for $\nabla n_{\varepsilon}$ in $L^{2}$. Unfortunately, the choice $(a, b)=(2,3 / 2+\beta)$ for $-1 / 2<\beta<1 / 2$, which would give a bound for $\nabla\left(n_{\varepsilon} \theta_{\varepsilon}\right)$ in $L^{2}$, is not admissible.


Figure 1. The gray regions represent all $(a, b) \in M_{\beta}$ for different choices of $\beta$.

Proof. We differentiate:

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{T}^{d}} n_{\varepsilon}^{a} \theta_{\varepsilon}^{b} d x & =\int_{\mathbb{T}^{d}}\left((a-b) n_{\varepsilon}^{a-1} \theta_{\varepsilon}^{b} \partial_{t} n_{\varepsilon}+b n_{\varepsilon}^{a-1} \theta_{\varepsilon}^{b-1} \partial_{t}\left(n_{\varepsilon} \theta_{\varepsilon}\right)\right) d x \\
& =-\int_{\mathbb{T}^{d}}\left(A\left|\frac{\nabla n_{\varepsilon}}{n_{\varepsilon}}\right|^{2}+2 B \frac{\nabla n_{\varepsilon}}{n_{\varepsilon}} \cdot \frac{\nabla \theta_{\varepsilon}}{\theta_{\varepsilon}}+C\left|\frac{\nabla \theta_{\varepsilon}}{\theta_{\varepsilon}}\right|^{2}\right) d x
\end{aligned}
$$

where

$$
\begin{aligned}
A= & (a-1)\left(a+\frac{b}{3}(1-2 \beta)\right), \\
B= & \frac{1}{2}\left(\frac{1}{2}-\beta\right) a^{2}-\frac{1}{2}\left(\frac{1}{2}-\beta\right) a+\left(\frac{1}{2}(2-\beta)\left(1-\frac{2}{3} \beta\right)+\frac{1}{4}+\frac{1}{2} \beta\right) a b \\
& -\left(\frac{5}{12}+\frac{1}{6} \beta+\frac{1}{2}(2-\beta)\left(1-\frac{2}{3} \beta\right)\right) b+\frac{1}{3}\left(\frac{1}{2}-\beta\right) b^{2},
\end{aligned}
$$

$$
C=b\left(\left(\frac{1}{2}-\beta\right)(a-b)+(2-\beta)\left(1-\frac{2}{3} \beta\right)(b-1)\right)
$$

The result follows for all choices of $(a, b)$ and $\beta$ for which $A C-B^{2}>0$ and $A>0$ (see the proof of Lemma 1). A tedious computation shows that $A C-B^{2}>0$ is equivalent to (8) and $A>0$ is equivalent to (9), which shows the first statement.

It remains to consider the special cases for $(a, b)$ :

- $a=2$ and $b=\beta-1 / 2$ :

$$
\begin{aligned}
A C-B^{2}= & \frac{77}{48}-\frac{59}{12} \beta+\frac{149}{36} \beta^{2}-\frac{4}{9} \beta^{3}-3 \beta^{4}+\frac{20}{9} \beta^{5}-\frac{4}{9} \beta^{6}>0 \\
& \text { for } \frac{1}{2}-\sqrt{3}<\beta<\frac{1}{2} \\
A= & \frac{2}{3}\left(3-\left(\beta-\frac{1}{2}\right)^{2}\right)>0 \quad \text { for } \frac{1}{2}-\sqrt{3}<\beta<\frac{1}{2}+\sqrt{3} .
\end{aligned}
$$

- $a=2$ and $b=3-2 \beta$ :

$$
\begin{aligned}
A C-B^{2}= & \frac{63}{16}-\frac{51}{4} \beta+\frac{413}{36} \beta^{2}-\frac{22}{9} \beta^{3}-3 \beta^{4}+\frac{20}{9} \beta^{5}-\frac{4}{9} \beta^{6}>0 \\
& \text { for }-1.728<\beta<\frac{1}{2} \\
A= & \frac{4}{3}\left((\beta-1)^{2}+\frac{5}{4}\right)>0 \quad \text { for all } \beta \in \mathbb{R}
\end{aligned}
$$

- $a=2$ and $b=5$ :

$$
\begin{aligned}
A C-B^{2} & =\frac{2519}{144}-\frac{47}{18} \beta-\frac{1}{6} \beta^{2}-\frac{70}{9} \beta^{3}-\frac{25}{9} \beta^{4}>0 \quad \text { for }-3.092<\beta<\frac{11}{10} \\
A & =\frac{10}{3}\left(\frac{11}{10}-\beta\right)>0 \quad \text { for } \beta<\frac{11}{10}
\end{aligned}
$$

- $a=6 / 5$ and $b=\beta-1 / 2$ :

$$
\begin{aligned}
A C-B^{2}= & \frac{6557}{30000}-\frac{1489}{2500} \beta+\frac{109}{2500} \beta^{2}+\frac{412}{375} \beta^{3}-\frac{183}{125} \beta^{4}+\frac{4}{5} \beta^{5}-\frac{4}{25} \beta^{6}>0 \\
& \text { for }-0.635<\beta<1 / 2, \\
A= & \frac{2}{15}\left(\frac{9}{5}-\left(\beta-\frac{1}{2}\right)^{2}\right)>0 \quad \text { for } \frac{1}{2}-\frac{3}{5} \sqrt{5}<\beta<\frac{1}{2}+\frac{3}{5} \sqrt{5}
\end{aligned}
$$

Under these conditions, we have $A|x|^{2}+2 B x \cdot y+C|y|^{2} \geq \kappa\left(|x|^{2}+|y|^{2}\right)$ for all $x, y \in \mathbb{R}^{d}$ and for some $\kappa>0$, and the proof continues analogously to the proof of Lemma 1.

## 3. Weak sequential stability

We assume that there exists a sequence $\left(n_{\varepsilon}, \theta_{\varepsilon}\right), \varepsilon>0$, of positive smooth solutions to (6)-(7). The lower bound for $n_{\varepsilon}$ and $\theta_{\varepsilon}$ may depend on the approximation parameter, $n_{\varepsilon} \geq c(\varepsilon)>0$ and $\theta_{\varepsilon} \geq c(\varepsilon)>0$ in $\mathbb{T}^{d}$. Our aim is to show that $\left(n_{\varepsilon}, \theta_{\varepsilon}\right)$ converges to a weak solution to (6)-(7). The main result is as follows.

Theorem 3. Let $d \leq 3, T>0$, and let $\left(n_{\varepsilon}, \theta_{\varepsilon}\right)$ be a sequence of positive smooth solutions to (6)-(7). Then there exists a subsequence (which is not relabeled) such that

$$
\begin{aligned}
n_{\varepsilon} \rightarrow n, n_{\varepsilon} \theta_{\varepsilon} \rightarrow n \theta & \text { strongly in } L^{2}\left(0, T ; L^{6}\left(\mathbb{T}^{d}\right)\right), \\
n_{\varepsilon} \theta_{\varepsilon} \rightarrow n \theta & \text { strongly in } L^{4}\left(0, T ; L^{p}\left(\mathbb{T}^{d}\right)\right), \\
n_{\varepsilon} \theta^{1 / 2-\beta} \rightharpoonup n \theta^{1 / 2-\beta} & \text { weakly in } L^{4 /(1+2 \beta)}\left(0, T ; L^{4 /(3-2 \beta)}\left(\mathbb{T}^{d}\right)\right), \\
n_{\varepsilon} \theta^{3 / 2-\beta} \rightharpoonup^{*} z & \text { weakly* in } L^{\infty}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right),
\end{aligned}
$$

and $z=n \theta^{3 / 2-\beta}$ in $\{n>0\}$.
More precisely, we will prove that $n^{1 / 2-\beta}\left(z-n \theta^{3 / 2-\beta}\right)=0$ in $\mathbb{T}^{d}, t>0$. It is an open problem if $z=n \theta^{3 / 2-\beta}=0$ in $\{n=0\}$. We know (see the proof below) that $n \theta=0$ in $\{n=0\}$ but the difficulty is that we do not have any control on higher exponents of $\theta$. For the proof of this theorem, we show first some a priori estimates, based on the results of the previous section.
Lemma 4. The following uniform estimates hold:

$$
\left\|n_{\varepsilon}\right\|_{L^{2}\left(0, T ; H^{1}\left(\mathbb{T}^{d}\right)\right)}+\left\|\partial_{t} n_{\varepsilon}\right\|_{L^{2}\left(0, T ; H^{-s}\left(\mathbb{T}^{d}\right)\right)} \leq C,
$$

where $C>0$ is here and in the following a generic constant independent of $\varepsilon$ and $s \geq$ $2+d / 2$.

Proof. Lemma 2 with $a=2$ and $b=\beta-1 / 2$ gives that $\nabla n_{\varepsilon}$ is uniformly bounded in $L^{2}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right)$. Moreover, by mass conservation, $\int_{\mathbb{T}^{d}} n_{\varepsilon} d x$ is constant for all $t \geq 0$, thus $n_{\varepsilon}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)$. Therefore, by the Poincaré inequality, $n_{\varepsilon}$ is uniformly bounded in $L^{2}\left(0, T ; H^{1}\left(\mathbb{T}^{d}\right)\right)$.

By conservation of the thermal energy, $\left(n_{\varepsilon} \theta_{\varepsilon}\right)$ is bounded in $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)$. In particular, $\left(n_{\varepsilon} \theta_{\varepsilon}\right)^{1 / 2-\beta}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{2 /(1-2 \beta)}\left(\mathbb{T}^{d}\right)\right)$ for $\beta<1 / 2$. Since $\left(n_{\varepsilon}\right)$ is bounded in $L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ and, as a consequence, $n_{\varepsilon}^{1 / 2+\beta}$ is uniformly bounded $L^{4 /(1+2 \beta)}\left(0, T ; L^{4 /(1+2 \beta)}\left(\mathbb{T}^{d}\right)\right)$, we infer that

$$
n_{\varepsilon} \theta_{\varepsilon}^{1 / 2-\beta}=n_{\varepsilon}^{1 / 2+\beta}\left(n_{\varepsilon} \theta_{\varepsilon}\right)^{1 / 2-\beta}
$$

is uniformly bounded in $L^{4 /(1+2 \beta)}\left(0, T ; L^{4 /(3-2 \beta)}\left(\mathbb{T}^{d}\right)\right)$ and, in particular, in $L^{2}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)$ when $-1 / 2<\beta<1 / 2$. Hence,

$$
\left\|\partial_{t} n_{\varepsilon}\right\|_{L^{2}\left(0, T ; W^{-2,1}\left(\mathbb{T}^{d}\right)\right)}=\left\|\Delta\left(n_{\varepsilon} \theta_{\varepsilon}^{1 / 2-\beta}\right)\right\|_{L^{2}\left(0, T ; W^{-2,1}\left(\mathbb{T}^{d}\right)\right)} \leq\left\|n_{\varepsilon} \theta_{\varepsilon}^{1 / 2-\beta}\right\|_{L^{2}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)} \leq C
$$

The continuous embedding $W^{2,-1}\left(\mathbb{T}^{d}\right) \hookrightarrow H^{-s}\left(\mathbb{T}^{d}\right)$ for $s \geq 2+d / 2$ finishes the proof.
Lemma 5. The following uniform estimates hold:

$$
\left\|n_{\varepsilon} \theta_{\varepsilon}\right\|_{L^{2}\left(0, T ; W^{1,10 / 7}\left(\mathbb{T}^{d}\right)\right)}+\left\|\partial_{t}\left(n_{\varepsilon} \theta\right)\right\|_{L^{\infty}\left(0, T ; H^{-2}\left(\mathbb{T}^{d}\right)\right)} \leq C
$$

Proof. We apply Lemma 2 with $a=2$ and $b=3-2 \beta:\left(n_{\varepsilon}^{2} \theta_{\varepsilon}^{3-2 \beta}\right)$ is bounded in $L^{\infty}(0, T$; $L^{1}\left(\mathbb{T}^{d}\right)$ ) and, in particular, $n_{\varepsilon} \theta_{\varepsilon}^{3 / 2-\beta}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right)$. Hence,

$$
\left\|\partial_{t}\left(n_{\varepsilon} \theta_{\varepsilon}\right)\right\|_{L^{\infty}\left(0, T ; H^{-2}\left(\mathbb{T}^{d}\right)\right)} \leq(2-\beta)\left\|n_{\varepsilon} \theta_{\varepsilon}^{3 / 2-\beta}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right)} \leq C
$$

In order to estimate $\nabla\left(n_{\varepsilon} \theta_{\varepsilon}\right)$, we first observe that, by Lemma 2, with $a=6 / 5$ and $b=$ $\beta-1 / 2, n_{\varepsilon}^{-4 / 5}\left|\nabla n_{\varepsilon}\right|^{2}$ and $n_{\varepsilon}^{6 / 5} \theta_{\varepsilon}^{-2}\left|\nabla \theta_{\varepsilon}\right|^{2}$ are uniformly bounded in $L^{1}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)$. Furthermore, by Lemma 2, with $a=2$ and $b=5, n_{\varepsilon}^{2} \theta_{\varepsilon}^{5}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)$ and $n_{\varepsilon}^{2 / 5} \theta_{\varepsilon}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{5}\left(\mathbb{T}^{d}\right)\right)$. Hence,

$$
\nabla\left(n_{\varepsilon} \theta_{\varepsilon}\right)=n_{\varepsilon}^{2 / 5} \theta_{\varepsilon}\left(n_{\varepsilon}^{-2 / 5} \nabla n_{\varepsilon}+n_{\varepsilon}^{3 / 5} \theta_{\varepsilon}^{-1} \nabla \theta_{\varepsilon}\right)
$$

is the product of an $L^{\infty}\left(0, T ; L^{5}\left(\mathbb{T}^{d}\right)\right)$ function with an $L^{2}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right)$ function, which implies that $\nabla\left(n_{\varepsilon} \theta_{\varepsilon}\right) \in L^{2}\left(0, T ; L^{10 / 7}\left(\mathbb{T}^{d}\right)\right)$. Since $\left(n_{\varepsilon} \theta_{\varepsilon}\right)$ is bounded in $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)$, by the Poincaré inequality, we conclude that $\left(n_{\varepsilon} \theta_{\varepsilon}\right)$ is bounded in $L^{2}\left(0, T ; W^{1,10 / 7}\left(\mathbb{T}^{d}\right)\right)$.

The uniform estimates in Lemmas 4 and 5 allow us to apply the Aubin lemma [21, Corollary 4], yielding for $\varepsilon \rightarrow 0$, up to subsequences, the strong convergences

$$
\begin{aligned}
n_{\varepsilon} \rightarrow n & \text { strongly in } L^{2}\left(0, T ; L^{p}\left(\mathbb{T}^{d}\right)\right) \\
n_{\varepsilon} \theta_{\varepsilon} \rightarrow w & \text { strongly in } L^{2}\left(0, T ; L^{q}\left(\mathbb{T}^{d}\right)\right)
\end{aligned}
$$

for all $1 \leq p<6,1 \leq q<33 / 10$ (and $d \leq 3$ ). Moreover, up to subsequences,

$$
\begin{array}{cl}
\partial_{t} n_{\varepsilon} \rightharpoonup n_{t} & \text { weakly in } L^{2}\left(0, T ; H^{-s}\left(\mathbb{T}^{d}\right)\right), \\
\partial_{t}\left(n_{\varepsilon} \theta_{\varepsilon}\right) \rightharpoonup^{*} w_{t} & \text { weakly* in } L^{\infty}\left(0, T ; H^{-2}\left(\mathbb{T}^{d}\right)\right) .
\end{array}
$$

In the proof of Lemma 4 we have shown that $n_{\varepsilon} \theta_{\varepsilon}^{1 / 2-\beta}$ is uniformly bounded in $L^{4 /(1+2 \beta)}(0, T$; $\left.L^{4 /(3-2 \beta)}\left(\mathbb{T}^{d}\right)\right)$. Then, up to a subsequence,

$$
n_{\varepsilon} \theta_{\varepsilon}^{1 / 2-\beta} \rightharpoonup y \quad \text { weakly in } L^{4 /(1+2 \beta)}\left(0, T ; L^{4 /(3-2 \beta)}\left(\mathbb{T}^{d}\right)\right)
$$

In the proof of Lemma 5 we have shown that $n_{\varepsilon} \theta^{3 / 2-\beta}$ is uniformly bounded in $L^{\infty}(0, T$; $L^{2}\left(\mathbb{T}^{d}\right)$ ). Thus, up to a subsequence,

$$
n_{\varepsilon} \theta_{\varepsilon}^{3 / 2-\beta} \rightharpoonup^{*} z \quad \text { weakly}{ }^{*} \text { in } L^{\infty}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right)
$$

In the following, we wish to identify $w$ with $n \theta$, $y$ with $n \theta^{1 / 2-\beta}$, and $z$ with $n \theta^{3 / 2-\beta}$. We employ ideas from [20]. By the Fatou lemma and the a.e. convergence of (subsequences of) ( $n_{\varepsilon}$ ) and ( $n_{\varepsilon} \theta_{\varepsilon}$ ), we infer that (for $-1 / 2<\beta<1 / 2$ )

$$
\int_{\mathbb{T}^{d}} \liminf _{\varepsilon \rightarrow 0} \frac{\left(n_{\varepsilon} \theta_{\varepsilon}\right)^{3 / 2-\beta}}{n_{\varepsilon}^{1 / 2-\beta}} d x \leq \liminf _{\varepsilon \rightarrow 0} \int_{\mathbb{T}^{d}} n_{\varepsilon} \theta_{\varepsilon}^{3 / 2-\beta} d x<\infty
$$

in view of the uniform $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right)$ bound for $n_{\varepsilon} \theta_{\varepsilon}^{3 / 2-\beta}$. This shows that $w=0$ in $\{n=0\}$. We define $\theta:=w / n$ for $n>0$ and $\theta:=0$ if $n=0$. Then $w=n \theta$.

The decomposition $n_{\varepsilon} \theta_{\varepsilon}^{1 / 2-\beta}=n_{\varepsilon}^{1 / 2+\beta}\left(n_{\varepsilon} \theta_{\varepsilon}\right)^{1 / 2-\beta}$ shows, after passing to the limit $\varepsilon \rightarrow 0$, that

$$
y=n^{1 / 2+\beta} w^{1 / 2-\beta}=n^{1 / 2+\beta}(n \theta)^{1 / 2-\beta}=n \theta^{1 / 2-\beta}
$$

The strong convergence of $\left(n_{\varepsilon}\right)$ in $L^{2}\left(0, T ; L^{p}\left(\mathbb{T}^{d}\right)\right)(p<6)$ and the weak* convergence of $\left(n_{\varepsilon} \theta_{\varepsilon}^{3 / 2-\beta}\right)$ in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{T}^{d}\right)\right)$ imply that

$$
\left(n_{\varepsilon} \theta_{\varepsilon}\right)^{3 / 2-\beta}=n_{\varepsilon}^{1 / 2-\beta}\left(n_{\varepsilon} \theta_{\varepsilon}^{3 / 2-\beta}\right) \rightharpoonup n^{1 / 2-\beta} z \quad \text { weakly in } L^{2}\left(0, T ; L^{1}\left(\mathbb{T}^{d}\right)\right)
$$

On the other hand, $\left(n_{\varepsilon} \theta_{\varepsilon}\right)^{3 / 2-\beta}$ converges a.e. to $w^{3 / 2-\beta}=(n \theta)^{3 / 2-\beta}$. This shows that $n^{1 / 2-\beta}\left(z-n \theta^{3 / 2-\beta}\right)=0$ a.e. Thus, $z=n \theta^{3 / 2-\beta}$ if $n>0$.

We can pass to the limit in the energy-transport equations to obtain Theorem 3.

## 4. Uniqueness of positive weak solutions

We prove the following result:
Theorem 6. There exists at most one bounded weak solution ( $n, \theta$ ) to (6)-(7) in the class of functions $(n, \theta) \in\left(H^{1}\left(0, T ; H^{-1}\left(\mathbb{T}^{d}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(\mathbb{T}^{d}\right)\right)\right)^{2}$ for which there exist constants $0<m \leq M$ such that $0<m \leq n, \theta \leq M$ in $\mathbb{T}^{d} \times(0, T)$.

Proof. The proof is based on the $H^{-1}$ method. Let $(n, \theta)$ and $(\bar{n}, \bar{\theta})$ be two weak solutions to (6)-(7) with the same initial data ( $n_{0}, \theta_{0}$ ) and with the regularity stated in the theorem. We define the entropy variables $u=\left(u_{1}, u_{2}\right)$ and $\bar{u}=\left(\bar{u}_{1}, \bar{u}_{2}\right)$ by

$$
\begin{array}{ll}
u_{1}=\log \left(n \theta^{-3 / 2}\right), & u_{2}=-\theta^{-1}, \\
\bar{u}_{1}=\log \left(\bar{n} \bar{\theta}^{-3 / 2}\right), & \bar{u}_{2}=-\bar{\theta}^{-1},
\end{array}
$$

and the vector-valued functions

$$
\begin{aligned}
& \rho(u)=\binom{\rho_{1}(u)}{\rho_{2}(u)}=\left(-u_{2}\right)^{-3 / 2} e^{u_{1}}\binom{1}{-\frac{3}{2} u_{2}^{-1}}, \\
& a(u)=\binom{a_{1}(u)}{a_{2}(u)}=\left(-u_{2}\right)^{-(2-\beta)} e^{u_{1}}\binom{1}{-(2-\beta) u_{2}^{-1}} .
\end{aligned}
$$

These functions are well defined since $u_{j}$ and $\bar{u}_{j}$ are bounded from below and above by assumption. Moreover, it holds $\rho_{j}(u), \rho_{j}(\bar{u}), a_{j}(u), a_{j}(\bar{u}) \in L^{2}\left(0, T ; H^{1}\left(\mathbb{T}^{d}\right)\right)$ for $j=1,2$. Noticing that $\rho(u)=\left(n, \frac{3}{2} n \theta\right)^{\top}$ and $a(u)=\left(n \theta^{1 / 2-\beta}, n \theta^{3 / 2-\beta}\right)^{\top},(6)-(7)$ for $(n, \theta)$ and $(\bar{n}, \bar{\theta})$ respectively, can be equivalently formulated as

$$
\begin{align*}
& \rho(u)_{t}=\Delta a(u), \quad t>0, \quad \rho(u(\cdot, 0))=\rho\left(u_{0}\right) \quad \text { in } \mathbb{T}^{d},  \tag{10}\\
& \rho(\bar{u})_{t}=\Delta a(\bar{u}), \quad t>0, \quad \rho(\bar{u}(\cdot, 0))=\rho\left(u_{0}\right) \quad \text { in } \mathbb{T}^{d}, \tag{11}
\end{align*}
$$

where $u_{0}=\log \left(n_{0} \theta_{0}^{-3 / 2}\right)$. Furthermore, there exist unique weak solutions $w_{1}, w_{2} \in$ $L^{2}\left(0, T ; H^{1}\left(\mathbb{T}^{d}\right)\right)$ to

$$
-\Delta w_{j}=\rho_{j}(u)-\rho_{j}(\bar{u}) \quad \text { in } \mathbb{T}^{d}, \quad \int_{\mathbb{T}^{d}} w_{j} d x=0, \quad j=1,2
$$

We set $w=\left(w_{1}, w_{2}\right)^{\top}$. Notice that $w(\cdot, 0)=0$ since $\rho_{j}(u(\cdot, 0))-\rho_{j}(\bar{u}(\cdot, 0))=0$. Using $w$ as a test function in the weak formulation of (10)-(11) and taking the difference of both equations leads to

$$
\begin{equation*}
\int_{0}^{t}\left\langle(\rho(u)-\rho(\bar{u}))_{t}, w\right\rangle d s+\int_{0}^{t} \int_{\mathbb{T}^{d}} \nabla(a(u)-a(\bar{u})) \cdot \nabla w d x d s=0, \tag{12}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the dual product between $\left(H^{-1}\left(\mathbb{T}^{d}\right)\right)^{2}$ and $\left(H^{1}\left(\mathbb{T}^{d}\right)\right)^{2}$. The first integral equals

$$
-\int_{0}^{t}\left\langle\Delta w_{t}, w\right\rangle d s=\int_{0}^{t} \int_{\mathbb{T}^{d}} \nabla w_{t} \cdot \nabla w d x d s=\frac{1}{2} \int_{\mathbb{T}^{d}}|\nabla w(\cdot, t)|^{2} d x
$$

Taking $a(u)-a(\bar{u})$ as a test function in the weak formulation of the equation for $w$, we find that the second integral in (12) equals

$$
\int_{0}^{t} \int_{\mathbb{T}^{d}}(\rho(u)-\rho(\bar{u})) \cdot(a(u)-a(\bar{u})) d x d s
$$

By the mean-value theorem, we infer that

$$
\rho(u)-\rho(\bar{u})=\rho^{\prime}(\xi)(u-\bar{u}), \quad a(u)-a(\bar{u})=a^{\prime}(\eta)(u-\bar{u}),
$$

where $\xi, \eta \in \mathbb{R}^{2}$ depend on $(x, t)$ through $u$ and $\bar{u}$ and the prime denotes the derivative with respect to $u$. Collecting the above equations, (12) becomes

$$
\frac{1}{2} \int_{\mathbb{T}^{d}}|\nabla w(\cdot, t)|^{2} d x+\int_{0}^{t} \int_{\mathbb{T}^{d}}(u-\bar{u})^{\top}\left(\rho^{\prime}(\xi)^{\top} a^{\prime}(\eta)\right)(u-\bar{u}) d x d s=0
$$

The components of the matrix product $\rho^{\prime}(\xi)^{\top} a^{\prime}(\eta)$ read as

$$
\sum_{j=1}^{2} \frac{\partial \rho_{j}}{\partial u_{k}}(\xi) \frac{\partial a_{j}}{\partial u_{\ell}}(\eta)
$$

Now, the derivatives $\rho^{\prime}$ and $a^{\prime}$ are

$$
\begin{aligned}
& \rho^{\prime}(\xi)=\left(-\xi_{2}\right)^{-3 / 2} e^{\xi_{1}}\left(\begin{array}{cc}
1 & \frac{3}{2}\left(-\xi_{2}\right)^{-1} \\
\frac{3}{2}\left(-\xi_{2}\right)^{-1} & \frac{15}{4}\left(-\xi_{2}\right)^{-2}
\end{array}\right) \\
& a^{\prime}(\eta)=\left(-\eta_{2}\right)^{-(2-\beta)} e^{\eta_{1}}\left(\begin{array}{cc}
1 & (2-\beta)\left(-\eta_{2}\right)^{-1} \\
(2-\beta)\left(-\eta_{2}\right)^{-1} & (3-\beta)(2-\beta)\left(-\eta_{2}\right)^{-2}
\end{array}\right) .
\end{aligned}
$$

Since $u$ and $\bar{u}$ are bounded from below and above, these matrices are positive definite (for $\beta<2$ ), and we conclude that there exists a constant $c>0$ depending on the lower and upper bounds $m$ and $M$ such that

$$
\frac{1}{2} \int_{\mathbb{T}^{d}}|\nabla w(\cdot, t)|^{2} d x+c \int_{0}^{t} \int_{\mathbb{T}^{d}}|u-\bar{u}|^{2} d x d s \leq 0
$$

This implies that $w(\cdot, t)=0$ for all $t>0$ and hence, $\rho(u)=\rho(\bar{u})$ and $n=\bar{n}, n \theta=\bar{n} \bar{\theta}$.

## References

[1] G. Alì and I. Torcicollo. Nonlinear stability of smooth solutions of the energy-transport model for semiconductors. Z. Angew. Math. Mech. 85 (2005), 267-276.
[2] W. Allegretto and H. Xie. Nonisothermal semiconductor systems. In: Comparison Methods and Stability Theory (Waterloo, ON, 1993), Lect. Notes Pure Appl. Math. 162, pp. 17-24. Dekker, New York, 1994.
[3] N. Ben Abdallah and P. Degond. On a hierarchy of macroscopic models for semiconductors. J. Math. Phys. 37 (1996), 3308-3333.
[4] N. Ben Abdallah, P. Degond, and S. Génieys. An energy-transport model for semiconductors derived from the Boltzmann equation. J. Stat. Phys. 84 (1996), 205-231.
[5] D. Chen, E. Kan, U. Ravaioli, C. Shu, and R. Dutton. An improved energy transport model including nonparabolicity and non-Maxwellian distribution effects. IEEE Electr. Device Letters 13 (1992), 26-28.
[6] L. Chen and L. Hsiao. The solution of Lyumkis energy transport model in semiconductor science. Math. Meth. Appl. Sci. 26 (2003), 1421-1433.
[7] L. Chen, L. Hsiao, and Y. Li. Global existence and asymptotic behavior to the solutions of 1-D Lyumkis energy transport model for semiconductors. Quart. Appl. Math. 62 (2004), 337-358.
[8] L. Chen, L. Hsiao, and Y. Li. Large time behavior and energy relaxation time limit of the solutions to an energy transport model in semiconductors. J. Math. Anal. Appl. 312 (2005), 596-619.
[9] P. Degond, S. Génieys, and A. Jüngel. A system of parabolic equations in nonequilibrium thermodynamics including thermal and electrical effects. J. Math. Pures Appl. 76 (1997), 991-1015.
[10] P. Degond, S. Génieys, and A. Jüngel. A steady-state system in nonequilibrium thermodynamics including thermal and electrical effects. Math. Meth. Appl. Sci. 21 (1998), 1399-1413.
[11] P. Degond, A. Jüngel, and P. Pietra. Numerical discretization of energy-transport models for semiconductors with nonparabolic band structure. SIAM J. Sci. Comput. 22 (2000), 986-1007.
[12] W. Fang and K. Ito. Existence of stationary solutions to an energy drift-diffusion model for semiconductor devices. Math. Models Meth. Appl. Sci. 11 (2001), 827-840.
[13] E. Feireisl. Dynamics of Viscous Compressible Fluids. Oxford University Press, Oxford, 2004.
[14] J. Griepentrog. An application of the implicit function theorem to an energy model of the semiconductor theory. Z. Angew. Math. Mech. 79 (1999), 43-51.
[15] P. Guan and B. Wu. Existence of weak solutions to a degenerate time-dependent semiconductor equations with temperature effect. J. Math. Anal. Appl. 332 (2007), 367-380.
[16] A. Jüngel. Regularity and uniqueness of solutions to a parabolic system in nonequilibrium thermodynamics. Nonlin. Anal. 41 (2000), 669-688.
[17] A. Jüngel. Transport Equations for Semiconductors. Lect. Notes Phys. 773. Springer, Berlin, 2009.
[18] A. Jüngel. Energy transport in semiconductor devices. Math. Computer Modelling Dynam. Sys. 16 (2010), 1-22.
[19] E. Lyumkis, B. Polsky, A. Shur, and P. Visocky. Transient semiconductor device simulation including energy balance equation. COMPEL 11 (1992), 311-325.
[20] A. Mellet and A. Vasseur. On the barotropic compressible Navier-Stokes equations. Commun. Part. Diff. Eqs. 32 (2007), 431-452.
[21] J. Simon. Compact sets in the space $L^{p}(0, T ; B)$. Ann. Mat. Pura Appl. 146 (1987), 65-96.
[22] H.-M. Yin. The semiconductor system with temperature effect. J. Math. Anal. Appl. 196 (1995), 135-152.

Institute for Analysis and Scientific Computing, Vienna University of Technology, Wiedner Hauptstrasse 8-10, 1040 Wien, Austria

E-mail address: juengel@tuwien.ac.at, peter.kristoefel@student.tuwien.ac.at


[^0]:    2000 Mathematics Subject Classification. 35B45, 35K55, 35K65, 80A20.
    Key words and phrases. Energy-transport equations, entropy estimates, weak sequential stability, uniqueness of solutions.

    The authors acknowledge partial support from the Austrian Science Fund (FWF), grants P20214, P22108, and I395; the Austrian-Croatian Project HR 01/2010; the Austrian-French Project FR 07/2010; and the Austrian-Spanish Project ES 08/2010 of the Austrian Exchange Service (ÖAD).

